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Abst r act

Routing Bridges (RBridges) provide optinmal pair-w se forwarding

wi t hout configuration, safe forwarding even during periods of
tenporary | oops, and support for rmultipathing of both unicast and
multicast traffic. They achieve these goals using IS-IS routing and
encapsul ation of traffic with a header that includes a hop count.

RBri dges are conpatible with previous | EEE 802.1 custoner bridges as
well as IPv4 and | Pv6 routers and end nodes. They are as invisible
to current IP routers as bridges are and, like routers, they

term nate the bridge spanning tree protocol

The design supports VLANs and the optinization of the distribution of
nmul ti-destination frames based on VLAN I D and based on | P-derived

mul ticast groups. It also allows unicast forwarding tables at
transit RBridges to be sized according to the nunber of RBridges
(rather than the nunber of end nodes), which allows their forwarding
tables to be substantially smaller than in conventional custoner

bri dges.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6325
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1

I ntroduction

In traditional |Pv4 and I Pv6 networks, each subnet has a unique
prefix. Therefore, a node in nmultiple subnets has nultiple IP
addresses, typically one per interface. This also neans that when an
interface noves fromone subnet to another, it changes its IP
address. Adninistration of IP networks is conplicated because |P
routers require per-port subnet address configuration. Careful IP
address managenent is required to avoid creating subnets that are
sparsely popul ated, wasting addresses.

| EEE 802.1 bridges avoid these problens by transparently gl uing nmany
physical links into what appears to IP to be a single LAN [802.1D].
However, 802.1 bridge forwarding using the spanning tree protocol has
sone di sadvant ages:

0 The spanning tree protocol works by blocking ports, limting the
nunber of forwarding |inks, and therefore creates bottl enecks by
concentrating traffic onto selected |inks.

o0 Forwarding is not pair-w se shortest path, but is instead whatever
path remains after the spanning tree elim nates redundant paths.

0 The Ethernet header does not contain a hop count (or Tinme to Live
(TTL)) field. This is dangerous when there are tenporary | oops
such as when spanning tree nessages are | ost or conponents such as
repeaters are added.

0 VLANs can partition when the spanning tree reconfigures.

Thi s docunent presents the design for RBridges (Routing Bridges

[ RBridges]) that inplement the TRILL protocol and are poetically
sunmari zed bel ow. Rbridges conbine the advantages of bridges and
routers and, as specified in this docunent, are the application of
link state routing to the VLAN-aware customer bridging problem Wth
t he exceptions discussed in this docunent, RBridges can increnentally
repl ace | EEE [ 802. 1Q 2005] or [802.1D] custoner bridges.

Whil e RBridges can be applied to a variety of link protocols, this
speci fication focuses on | EEE [802.3] links. Use with other |ink
types is expected to be covered in other docunents.

The TRILL protocol, as specified herein, is designed to be a Loca
Area Network protocol and not designed with the goal of scaling
beyond the size of existing bridged LANs. For further discussion of
t he probl em domai n addressed by RBridges, see [ RFC5556].
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1.1. Al gorhynme V2, by Ray Perl ner

| hope that we shall one day see
A graph nore lovely than a tree.

A graph to boost efficiency
While still configuration-free.

A network where RBridges can
Rout e packets to their target LAN

The paths they find, to our elation,
Are | east cost paths to destination!

Wth packet hop counts we now see,
The network need not be | oop-free!

RBri dges work transparently,
Wthout a conmon spanning tree.

1.2. Normative Content and Precedence

The bul k of the normative material in this specification appears in

Sections 1 through 4. 1In case of conflict between provisions in
these four sections, the provision in the higher nunbered section
prevails.

1.3. Terminology and Notation in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

"TRILL" is the protocol specified herein while an "RBridge" is a
device that inplenents that protocol. The second letter in Rbridge
is case insensitive. Both Rbridge and RBridge are correct.

In this docunent, the term"link", unless otherw se qualified, neans
"bridged LAN', that is to say, the conbination of one or nore [802. 3]
links with zero or nore bridges, hubs, repeaters, or the like. The
term"sinple link" or the like is used indicate a point-to-point or
nmul ti-access link with no included bridges or RBridges.

In this docunent, the term"port", unless otherw se qualified,

i ncl udes physical, virtual [802.1AE], and pseudo [802.1X] ports. The
term "physical port" or the like is used to indicate the physica
poi nt of connection between an RBridge and a |ink
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A "canpus" is to RBridges as a "bridged LAN' is to bridges. An
RBri dge canpus consists of a network of RBridges, bridges, hubs,
repeaters, sinple links, and the like and it is bounded by end
stations and routers.

The term "spanning tree" in this docunent includes both classic
spanning tree and rapid spanning tree (as in the Rapid Spanning Tree
Pr ot ocol ).

Thi s docunent uses hexadeci mal notation for MAC addresses. Two
hexadeci mal digits represent each octet (that is, 8-bit byte), giving
the value of the octet as an unsigned integer. A hyphen separates
successive octets. This docunment consistently uses | ETF bit

ordering, although the physical order of bit transmi ssion within an
octet on an IEEE [802.3] link is fromthe | owest order bit to the

hi ghest order bit, the reverse of |ETF ordering

1.4. Categories of Layer 2 Franes
In this docunent, Layer 2 frames are divided into five categories:

Layer 2 control frames (such as Bridge PDUs (BPDUs))
native franmes (non-TRILL-encapsul ated data franes)
TRILL Data franmes (TRILL-encapsul ated data franes)
TRILL control frames

TRILL other frames

Oo0oo0oo0oo

The way these five types of franmes are distinguished is as follows:

o Layer 2 control franes are those with a nulticast destination
address in the range 01-80-C2-00-00-00 to 01-80-C2-00-00-0F or
equal to 01-80-C2-00-00-21. RBridges MJST NOT encapsul ate and
forward such franes, though they MAY, unless otherw se specified
in this docunent, performthe Layer 2 function (such as MAC- | evel
security) of the control frame. Frames with a destination address
of 01-80-C2-00-00-00 (BPDU) or 01-80-C2-00-00-21 (VLAN
Regi stration Protocol) are called "high-level control franes" in
this docunent. Al other Layer 2 control franes are called "I ow
| evel control franes"

o Native franmes are those that are not control frames and have an
Et hertype other than "TRILL" or "L2-1S-1S" and have a destination
MAC address that is not one of the 16 nulticast addresses reserved
for TRILL.

0o TRILL Data franes have the Ethertype "TRILL". |In addition, TRILL

data frames, if nulticast, have the nmulticast destination MAC
address "Al | - RBri dges"
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1.

(o]

TRILL control frames have the Ethertype "L2-1S-1S". |In addition,
TRILL control frames, if multicast, have the nulticast destination
MAC addresses of "All-1S-1S-RBridges". (Note that ESADI franes

| ook on the outside like TRILL data and are so handl ed but, when
decapsul ated, have the L2-1S-1S Ethertype.)

TRILL other franes are those with any of the 16 nulticast
destination addresses reserved for TRILL other than All-RBridges
and All-1S-1S-RBridges. RBridges conformant to this specification
MUST di scard TRILL ot her franes.

Acr onyns

AllL1ISs - Al Level 1 Internedi ate Systens

All1L2ISs - Al Level 2 Internedi ate Systens

BPDU - Bridge PDU

CHbH - Critical Hop-by-Hop

CItE - Critical Ingress-to-Egress

CSNP - Conpl ete Sequence Nunber PDU

DA - Destination Address

DR - Designated Router

DRB - Designated RBridge

EAP - Extensi bl e Authentication Protocol

ECVMP - Equal Cost Miultipath

El SS - Extended Internal Sublayer Service

ESADI - End-Station Address Distribution | nfornation

FCS - Franme Check Sequence

| EEE

GARP - Generic Attribute Registration Protocol

GVRP - GARP VLAN Regi stration Protocol

Institute of Electrical and El ectroni cs Engi neers

| GW - Internet G oup Managenent Protocol
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IP - Internet Protocol
IS 1S - Internediate Systemto Internediate System
ISS - Internal Sublayer Service

LAN - Local Area Network

LSP - Link State PDU

MAC - Medi a Access Control

M.D - Multicast Listener Discovery

MRD - Multicast Router Discovery

MIU - Maxi num Transmi ssion Unit

MVRP - Multiple VLAN Registration Protocol
NSAP - Network Service Access Point

P2P - Poi nt-to-point

PDU - Protocol Data Unit

PPP - Poi nt-to-Point Protocol

RBri dge - Routing Bridge

RPF - Reverse Path Forwardi ng

SA - Source Address

SNWP - Sinpl e Network Managenment Prot ocol
SPF - Shortest Path First

TLV - Type, Length, Value

TRILL - TRansparent |nterconnection of Lots of Links
VLAN - Virtual Local Area Network

VRP - VLAN Regi stration Protocol

Perl man, et al. St andards Track [ Page 10]



RFC 6325 RBri dge Prot ocol July 2011

2.

2.

RBr i dges

Thi s section provides a high-level overview of RBridges, which
i npl ement the TRILL protocol, onmitting sone details. Sections 3 and
4 bel ow provide nore detail ed specifications.

TRILL, as described in this docunent and with the exceptions

di scussed herein, provides [802.1Q 2005] VLAN aware customer bridgi ng
service. As described below, TRILL is |layered above the ports of an
RBr i dge.

The RBridges specified by this docunent do not supply provider

[ 802. 1ad] or provider backbone [802.1ah] bridging or the Iike. The
extension of TRILL to provide such provider services is left for
future work that will be separately docunented. However, provider or
provi der backbone bridges may be used to interconnect parts of an
RBri dge canpus.

1. General Overview

RBridges run a link state protocol anongst thenselves. This gives
t hem enough i nformation to conpute pair-wi se optinmal paths for

uni cast, and calculate distribution trees for delivery of franes
either to destinations whose |ocation is unknown or to

mul ti cast/ broadcast groups [RBridges] [RP1999].

To mtigate tenporary | oop issues, RBridges forward based on a header
with a hop count. RBridges also specify the next hop RBridge as the
frame destination when forwardi ng uni cast franes across a shared-
medi a |ink, which avoi ds spawni ng additional copies of franes during
a tenporary loop. A Reverse Path Forwardi ng Check and ot her checks
are performed on nulti-destination franes to further contro
potentially looping traffic (see Section 4.5.2).

The first RBridge that a unicast franme encounters in a canpus, RBI1,
encapsul ates the received frame with a TRILL header that specifies
the | ast RBridge, RB2, where the frame is decapsulated. RB1l is known
as the "ingress RBridge" and RB2 is known as the "egress RBridge"

To save roomin the TRILL header and sinplify forwarding | ookups, a
dynami ¢ ni cknane acquisition protocol is run anong the RBridges to
sel ect 2-octet nicknanes for RBridges, unique within the canpus,
which are an abbreviation for the IS 1S ID of the RBridge. The
2-octet nicknanes are used to specify the ingress and egress RBridges
in the TRILL header.

Mul tipathing of nmulti-destination frames through alternative
distribution trees and ECVP (Equal Cost Miltipath) of unicast frames
are supported (see Appendix C).
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Networks with a nore nesh-like structure will benefit to a greater
extent fromthe nultipathing and optinmal paths provided by TRILL than
will nore tree-like networks.

RBridges run a protocol on a link to elect a "Designated RBridge"
(DRB). The TRILL-1S-1S election protocol onalink is alittle
different fromthe Layer 3 IS-1S [IS0L0589] election protocol,
because in TRILL it is essential that only one RBridge be el ected
DRB, whereas in Layer 3 1S 1S it is possible for nultiple routers to
be el ected Designated Router (also known as Designated | nternediate
System). As with an IS-1S router, the DRB nay give a pseudonode name
to the link, issue an LSP (Link State PDU) on behal f of the
pseudonode, and i ssues CSNPs (Conpl ete Sequence Nunber PDUs) on the
link. Additionally, the DRB has sone TRILL-specific duties,

i ncl udi ng specifying which VLAN will be the Designated VLAN used for
communi cati on between RBridges on that link (see Section 4.2.4.2).

The DRB ei ther encapsul at es/ decapsul ates all data traffic to/fromthe
link, or, for load splitting, delegates this responsibility, for one
or nore VLANs, to other RBridges on the link. There nust at al

times be at nost one RBridge on the link that
encapsul at es/ decapsul ates traffic for a particular VLAN. W will
refer to the RBridge appointed to forward VLAN-x traffic on behal f of
the link as the "appoi nted VLAN-x forwarder" (see Section 4.2.4.3).
(Section 2.5 discusses VLANs further.)

Rbri dges SHOULD support SNMPv3 [ RFC3411]. The Rbridge MB will be
specified in a separate docunment. |If IP service is available to an
RBridge, it SHOULD support SNWPv3 over UDP over |Pv4 [RFC3417] and

| Pv6 [ RFC3419]; however, managenent can be used, within a canpus

even for an RBridge that lacks an | P or other Layer 3 transport stack
or which does not have a Layer 3 address, by transporting SNMP with
Et hernet [ RFC4789].

2. 2. End- St ati on Addr esses

An RBridge, RB1l, that is the VLAN-x forwarder on any of its links
MJUST | earn the | ocation of VLAN-x end nodes, both on the Iinks for
which it is VLAN-x forwarder and on other links in the canpus. RB1
| earns the port, VLAN, and Layer 2 (MAC) addresses of end nodes on
links for which it is VLANNx forwarder fromthe source address of
frames received, as bridges do (for exanple, see Section 8.7 of

[ 802.1Q 2005]), or through configuration or a Layer 2 explicit
registration protocol such as | EEE 802. 11 associ ation and

aut hentication. RBl1 |learns the VLAN and Layer 2 address of distant
VLAN- x end nodes, and the corresponding RBridge to which they are
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attached, by | ooking at the ingress RBridge nickname in the TRILL
header and the VLAN and source MAC address of the inner frame of
TRILL Data franes that it decapsul ates

Additionally, an RBridge that is the appointed VLAN-x forwarder on
one or nore |links MAY use the End-Station Address Distribution
Informati on (ESADI) protocol to announce sone or all of the attached
VLAN- x end nodes on those |inks.

The ESADI protocol could be used to announce end nodes that have been
explicitly enrolled. Such information mght be nore authoritative
than that |learned fromdata franes bei ng decapsul ated onto the |ink
Al so, the addresses enrolled and distributed in this way can be nore
secure for two reasons: (1) the enrollnent m ght be authenticated
(for exanmple, by cryptographically based EAP net hods via [802.1X]),
and (2) the ESADI protocol al so supports cryptographic authentication
of its messages [ RFC5304] [RFC5310] for nore secure transm ssion

If an end station is unplugged fromone RBridge and plugged into
anot her, then, depending on circunstances, franes addressed to that
end station can be black-holed. That is, they can be sent just to
the ol der RBridge that the end station used to be connected to unti
cached address information at sone renote RBridge(s) tinmes out,
possi bly for a nunber of minutes or longer. Wth the ESAD protocol
the link interruption fromthe unpluggi ng can cause an i nmedi ate
update to be sent.

Even if the ESADI protocol is used to announce or learn attached end
nodes, RBridges MJST still learn fromreceived native franes and
decapsul ated TRILL Data franes unless configured not to do so.
Advertising end nodes using ESADI is optional, as is learning from

t hese announcenents.

(See Section 4.8 for further end-station address details.)
2.3. RBridge Encapsulation Architecture

The Layer 2 technol ogy used to connect Rbridges nay be either | EEE
[802.3] or sone other link technol ogy such as PPP [ RFC1661]. This is
possi bl e since the RBridge relay function is |layered on top of the
Layer 2 technol ogies. However, this docunent specifies only an | EEE
802. 3 encapsul ation

Figure 1 shows two RBridges, RBl1 and RB2, interconnected through an

Et hernet cloud. The Ethernet cloud may include hubs, point-to-point
or shared nedia, | EEE 802. 1D bridges, or 802.1Q bri dges.
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+o---- + \ C oud / +o---- +
Figure 1: Interconnected RBridges

Figure 2 shows the format of a TRILL data or ESADI frame traveling
t hrough the Ethernet cloud between RB1 and RB2.

o m e e e e e e e e me oo +
| Qut er Et hernet Header |
Fom e e e e e m o +
| TRI LL Header |
o e e e e e e e e e e e e oo +
| I nner Et hernet Header |
o m e e e e e e e e me oo +
| Et her net Payl oad |
Fom e e e e e m o +
| Et her net FCS |
o e e e e e e e e e e e e oo +

Figure 2: An Ethernet Encapsulated TRILL Frane

In the case of nmedia different from Ethernet, the header specific to
that medi a replaces the outer Ethernet header. For exanple, Figure 3
shows a TRILL encapsul ati on over PPP.

o m e e e e e e e e me oo +
| PPP Header |
Fom e e e e e m o +
| TRI LL Header |
o e e e e e e e e e e e e oo +
| I nner Et hernet Header |
o m e e e e e e e e me oo +
| Et her net Payl oad |
Fom e e e e e m o +
| PPP FCS |
o e e e e e e e e e e e e oo +

Figure 3: A PPP Encapsul ated TRILL Frane

The outer header is link-specific and, although this docunent
specifies only [802.3] links, other links are all owed.
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In both cases, the inner Ethernet header and the Ethernet Payl oad
cone fromthe original frane and are encapsulated with a TRILL header
as they travel between RBridges. Use of a TRILL header offers the
foll owi ng benefits:

1. loop mtigation through use of a hop count field;

2. elimnation of the need for end-station VLAN and MAC address
learning in transit RBridges;

3. direction of unicast franes towards the egress RBridge (this
enabl es uni cast forwarding tables of transit RBridges to be sized
with the nunber of RBridges rather than the total nunber of end
nodes); and

4. provision of a separate VLAN tag for forwarding traffic between
RBri dges, independent of the VLAN of the native frane.

When forwardi ng uni cast franes between RBridges, the outer header has
the MAC destination address of the next hop Rbridge, to avoid frane
duplication if the inter-RBridge link is nmulti-access. This also
enabl es mul ti pathing of unicast, since the transnitting RBridge can
specify the next hop. Having the outer header specify the
transmitting RBridge as the source address ensures that any bridges
inside the Ethernet cloud will not get confused, as they night be if
nmul ti pathing is in use and they were to see the original source or

i ngress RBridge in the outer header

2.4. Forwarding Overview

RBridges are true routers in the sense that, in the forwarding of a
frame by a transit RBridge, the outer Layer 2 header is replaced at
each hop with an appropriate Layer 2 header for the next hop, and a
hop count is decreased. Despite these nodifications of the outer
Layer 2 header and the hop count in the TRILL header, the origina
encapsul ated franme is preserved, including the original frane’'s VLAN
tag. See Section 4.6 for nore details.

From a forwardi ng standpoint, transit frames may be classified into
two categories: known-unicast and nmulti-destination. Layer 2 contro
franes and TRILL control and TRILL other frames are not transit
frames, are not forwarded by RBridges, and are not included in these
cat egori es.
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2.4.1. Known- Uni cast

These franes have a unicast inner MAC destination address
(I'nner. MacDA) and are those for which the ingress RBridge knows the
egress RBridge for the destination MAC address in the frame’s VLAN.

Such franes are forwarded Rbridge hop by Rbridge hop to their egress
Rbri dge.

2.4.2. Milti-Destination
These are frames that nust be delivered to nultiple destinations
Mul ti-destination frames include the follow ng:

1. unicast franes for which the |location of the destination is
unknown: the Inner.MacDA is unicast, but the ingress RBridge does
not know its location in the frame’'s VLAN

2. multicast frames for which the Layer 2 destination address is
derived froman IP nulticast address: the Inner.MacDA is
multicast, fromthe set of Layer 2 multicast addresses derived
fromlPv4d [RFCL1112] or |Pv6e [RFC2464] mnulticast addresses. These
franmes are handl ed sonewhat differently in different subcases

2.1. 1GW [RFC3376] and M.D [ RFC2710] nulticast group nenbership
reports

2.2. 1GWP [RFC3376] and M.D [ RFC2710] queries and MRD [ RFC4286]
announcenent nessages

2.3. other IP-derived Layer 2 nulticast franes

3. multicast frames for which the Layer 2 destination address is not
derived froman IP nulticast address: the Inner. MacDA is
mul ticast, and not fromthe set of Layer 2 nulticast addresses
derived fromIPv4 or IPv6 nulticast addresses

4. broadcast franes: the Inner. MacDA i s broadcast
( FF- FF- FF- FF- FF- FF) .

RBridges build distribution trees (see Section 4.5) and use these
trees for forwarding nulti-destination franes. Each distribution
tree reaches all RBridges in the canpus, is shared across all VLANs,
and may be used for the distribution of a native frame that is in any
VLAN. However, the distribution of any particular frame on a
distribution tree is pruned in different ways for different cases to
avoi d unnecessary propagation of the frane.
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2.5. RBridges and VLANs

A VLAN is a way to partition end nodes in a canpus into different
Layer 2 communities [802.1Q 2005]. Use of VLANs requires
configuration. By default, the port of receipt determ nes the VLAN
of a franme sent by an end station. End stations can also explicitly
insert this information in a frane.

| EEE [ 802. 1Q 2005] bridges can be configured to support multiple
customer VLANs over a single sinple Iink by inserting/renoving a VLAN
tag in the franme. VLAN tags used by TRILL have the same format as
VLAN tags defined in | EEE [802.1Q 2005]. As shown in Figure 2, there
are two places where such tags nmay be present in a TRILL-encapsul ated
frame sent over an | EEE [802.3] link: one in the outer header
(Quter.VLAN) and one in the inner header (Inner.VLAN). Inner and
outer VLANs are further discussed in Section 4.1.

RBri dges enforce delivery of a native frame originating in a
particular VLAN only to other links in the same VLAN, however, there
are a few differences in the handling of VLANs between an RBridge
canmpus and an 802.1 bridged LAN as descri bed bel ow

(See Section 4.2.4 for further discussion of TRILL IS-1S operation on
a link.)

2.5.1. Link VLAN Assunptions

Certain configurations of bridges may cause partitions of a VLAN on a
link. For such configurations, a frame sent by one RBridge to a

nei ghbor on that link mght not arrive, if tagged with a VLAN that is
partitioned due to bridge configuration.

TRILL requires at |least one VLAN per link that gives ful
connectivity to all the RBridges on that link. The default VLAN is
1, though RBridges nmay be configured to use a different VLAN. The
DRB dictates to the other RBridges which VLAN to use.

Since there will be only one appointed forwarder for any VLAN, say,
VLAN-x, on a link, if bridges are configured to cause VLAN-x to be
partitioned on a link, sone VLAN-x end nodes on that |ink may be
or phaned (unable to conmunicate with the rest of the canpus).

It is possible for bridge and port configuration to cause VLAN
mappi ng on a link (where a VLAN-x franme turns into a VLAN-y frane).
TRILL detects this by inserting a copy of the outer VLAN into TRILL-
Hel | o messages and checking it on receipt. |If detected, it takes
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steps to ensure that there is at nost a single appointed forwarder on
the Iink, to avoid possible frame duplication or |oops (see Section
4.4.5).

TRI LL behaves as conservatively as possible, avoiding | oops rather
than avoiding partial connectivity. As a result, |ack of
connectivity may result frombridge or port msconfiguration

2.6. RBridges and | EEE 802.1 Bridges

RBri dge ports are, except as described below, |ayered on top of |EEE
[ 802. 1Q 2005] port facilities.

2.6.1. RBridge Ports and 802.1 Layering

RBri dge ports make use of [802.1Q 2005] port VLAN and priority
processing. In addition, they MAY inplenent other |ower-level 802.1
protocols as well as protocols for the Iink in use, such as PAUSE
(Annex 31B of [802.3]), port-based access control [802.1X], MAC
security [802.1AE], or link aggregation [802.1AX].

However, RBridges do not use spanning tree and do not block ports as
spanning tree does. Figure 4 shows a high-level diagramof an
RBridge with one port connected to an | EEE 802.3 link. Single |ines
represent the flow of control information, double lines the flow of
both frames and control information.
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2.6.2. Increnental Depl oynent

Because RBridges are conpatible with | EEE [802. 1Q 2005] custoner

bri dges, except as discussed in this docunent, a bridged LAN can be
upgraded by increnmentally replacing such bridges with RBridges.

Bri dges that have not yet been replaced are transparent to RBridge
traffic. The physical links directly interconnected by such bridges,
together with the bridges thensel ves, constitute bridged LANs. These
bri dged LANs appear to RBridges to be multi-access |inks.

If the bridges replaced by RBridges were default configuration
bridges, then their RBridge replacenents will not require
configuration.

Because RBridges, as described in this docunent, only provide
customer services, they cannot replace provider bridges or provider
backbone bridges, just as a custoner bridge can't replace a provider
bridge. However, such provider devices can be part of the bridged
LAN between RBridges. Extension of TRILL to support provider
services is left for future work and will be separately docunented

O course, if the bridges replaced had any port |evel protocols
enabl ed, such as port-based access control [802.1X] or MAC security
[ 802. 1AE], replacenent RBridges would need the sane port |eve
protocol s enabled and sinilarly configured. |In addition, the

repl acenent RBridges woul d have to support the sane |ink type and
link I evel protocols as the replaced bridges.

An RBridge canmpus will work best if all |EEE [802.1D] and

[ 802. 1Q 2005] bridges are replaced with RBridges, assum ng the

RBri dges have the sanme speed and capacity as the bridges. However,
there nay be internedi ate states, where only sone bridges have been
repl aced by RBridges, with inferior performance.

See Appendi x A for further discussion of increnental deploynent.
3. Details of the TR LL Header

This section specifies the TRILL header. Section 4 bel ow provides
ot her RBridge design details.

3.1. TRILL Header For nat

The TRILL header is shown in Figure 5 and is independent of the data
link ayer used. Wen that layer is IEEE [802.3], it is prefixed
with the 16-bit TRILL Ethertype [ RFC5342], meking it 64-bit aligned.
If Op-Length is a nultiple of 64 bits, then 64-bit alignnment is
nornmal Iy mai ntained for the content of an encapsul ated frane.
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s i T S TR T E o h
| | R|M Op-Length| Hop Count |

T T o e e ettt S oI S R R S

| Egress RBri dge N cknane | Ingress RBridge N cknane

B T e o i S I i i S S N iy St S I S S

| Options...

ot o e e e e e e - -

Figure 5. TRILL Header

The header contains the following fields that are described in the
sections referenced:

o V (Version): 2-bit unsigned integer. See Section 3.2.
0 R (Reserved): 2 bits. See Section 3.3.
o M(Milti-destination): 1 bit. See Section 3.4.

0 Op-Length (Options Length): 5-bit unsigned integer. See Section
3.5.

0 Hop Count: 6-bit unsigned integer. See Section 3.6.

0 Egress RBridge N ckname: 16-bit identifier. See Section 3.7.1.

0 Ingress RBridge N cknane: 16-bit identifier. See Section 3.7.2.

0 Options: present if Op-Length is non-zero. See Section 3.8.
3.2. Version (V)

Version (V) is a 2-bit field. Version zero of TRILL is specified in
this docunent. An RBridge RB1 MJUST check the V field in a received
TRI LL-encapsul ated franme. |If the V field has a val ue not recognized
by RB1, then RB1L MJST silently discard the frane. The allocation of
new TRILL Version nunbers requires an | ETF Standards Action.

3.3. Reserved (R

The two R bits are reserved for future use in extensions to this
version zero of the TRILL protocol. They MJST be set to zero when
the TRILL header is added by an ingress RBridge, transparently copied
but ot herwi se ignored by transit RBridges, and ignored by egress

RBri dges. The allocation of reserved TRILL header bits requires an

| ETF Standards Action.
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3.4. Milti-destination (M

The Multi-destination bit (see Section 2.4.2) indicates that the
frame is to be delivered to a class of destination end stations via a
distribution tree and that the egress RBridge nickname field
specifies this tree. |In particular

0 M= 0 (FALSE) - The egress RBridge ni cknanme contains a nicknane of
the egress Rbridge for a known uni cast MAC address.

o0 M=1 (TRUE) - The egress RBridge nicknane field contains a
ni cknane that specifies a distribution tree. This nicknane is
sel ected by the ingress RBridge for a TRILL Data franme or by the
source RBridge for a TRILL ESADI franme.

3.5. Op-Length

There are provisions to express in the TRILL header that a franme is
using an optional capability and to encode information into the
header in connection with that capability.

The Op-Length header field gives the length of the TRILL header
options in units of 4 octets, which allows up to 124 octets of
options area. |If Op-Length is zero, there are no options present.
If options are present, they follow inmediately after the Ingress
Rbri dge Ni ckname field.

See Section 3.8 for nore information on TRILL header options.
3.6. Hop Count

The Hop Count field is a 6-bit unsigned integer. An Rbridge drops
franmes received with a hop count of zero, otherwise it decrenments the
hop count. (This behavior is different fromlPv4 and I Pv6 in order
to support the later addition of a traceroute-like facility that
woul d be able to get a hop count exceeded from an egress RBridge.)

For known uni cast franes, the ingress RBridge SHOULD set the Hop
Count in excess of the nunber of RBridge hops it expects to the
egress RBridge to allow for alternate routing later in the path.

For nmulti-destination franes, the Hop Count SHOULD be set by the

i ngress RBridge (or source RBridge for a TRILL ESADI frane) to at

| east the expected nunber of hops to the nost distant RBridge. To
acconplish this, RBridge RBn cal cul ates, for each branch from RBn of
the specified distribution tree rooted at RBi, the maxi num nunber of
hops in that branch
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Mul ti-destination franes are of particular danger because a | oop

i nvol ving one or nore distribution tree forks could result in the
rapi d generation of nultiple copies of the frane, even with the
normal hop count mechanism It is for this reason that multi-
destination frames are subject to a stringent Reverse Path Forwarding
Check and ot her checks as described in Section 4.5.2. As an optiona
additional traffic control neasure, when forwarding a multi-
destination frame onto a distribution tree branch, transit RBridge
RBm MAY decrease the hop count by nore than 1, unless decreasing the
hop count by nore than 1 would result in a hop count insufficient to
reach all destinations in that branch of the tree rooted at RBi.
Using a hop count close or equal to the m ninum needed on nulti-
destination frames provi des additional protection against problens
with tenporary | oops when forwarding.

Al t hough the RBridge MAY decrease the hop count of nulti-destination
franes by nore than 1, under the circunstances descri bed above, the
RBridge forwarding a frame MJST decrease the hop count by at least 1
and discards the frame if it cannot do so because the hop count is O.
The option to decrease the hop count by nore than 1 under the

ci rcunmst ances descri bed above applies only to nulti-destination
franes, not to known unicast franes.

3.7. RBridge N cknanes

Ni cknames are 16-bit dynamically assigned quantities that act as
abbreviations for RBridges’ 1S-1S IDs to achieve a nore conpact
encodi ng and can be used to specify potentially different trees with
the sane root. This assignnent allows specifying up to 2**16

RBri dges; however, the value 0x0000 is reserved to indicate that a
ni cknane is not specified, the values OxFFCO through OXFFFE are
reserved for future specification, and the value OxFFFF is
permanently reserved. RBridges piggyback a ni ckname acquisition
protocol on the link state protocol (see Section 3.7.3) to acquire
one or nore ni cknanmes uni que within the canpus.

3.7.1. Egress RBridge N ckname

There are two cases for the contents of the egress RBridge nicknane
field, depending on the Mbit (see Section 3.4). The nicknanme is
filled in by the ingress RBridge for TRILL Data frames and by the
source RBridge for TRILL ESADI franes.

o For known unicast TRILL Data franes, M == 0 and the egress RBridge
ni cknanme field specifies the egress RBridge; that is, it specifies
the RBridge that needs to renove the TRILL encapsul ation and
forward the native frame. Once the egress nicknane field is set,
it MJUST NOT be changed by any subsequent transit RBridge.
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3.7.

3.7

Per

o For multi-destination TRILL Data franes and for TRILL ESAD
frames, M == 1. The egress RBridge nicknane field contains a
ni ckname specifying the distribution tree selected to be used to
forward the frame. This root nickname MJUST NOT be changed by
transit RBridges.

2. Ingress RBridge Ni ckname

The ingress RBridge nickname is set to a nicknanme of the ingress
RBridge for TRILL Data franes and to a nicknane of the source RBridge
for TRILL ESADI franes. |If the RBridge setting the ingress nicknane
has nultiple nicknanes, it SHOULD use the sane nicknane in the
ingress field whenever it encapsulates a frane with any particul ar

I nner. MacSA and I nner.VLAN value. This sinplifies end node | earning.

Once the ingress nickname field is set, it MJUST NOT be changed by any
subsequent transit RBridge.

.3. RBridge Nicknanme Sel ection

The ni cknanme sel ection protocol is piggybacked on TRILL IS-1S as
fol |l ows:

o The nicknane or nicknanes being used by an RBridge are carried in
an | S-1S TLV (type-length-value data elenent) along with a
priority of use value [RFC6326]. Each RBridge chooses its own
ni ckname or ni cknanes

o Nicknane val ues MAY be configured. An RBridge that has been
configured with one or nore nicknane values will have priority for
t hose ni cknane val ues over all Rbridges with non-configured
ni cknanes.

o The nicknane val ue 0x0000 and t he val ues from OxFFCQO t hrough
OXFFFF are reserved and MJUST NOT be selected by or configured for
an RBridge. The value 0x0000 is used to indicate that a ni cknane
i s not known.

0 The priority of use field reported with a nickname is an unsi gned
8-bit value, where the nost significant bit (0x80) indicates that
t he ni cknane val ue was configured. The bottom 7 bits have the
default val ue 0x40, but MAY be configured to be sone ot her val ue.
Additionally, an RBridge MAY increase its priority after holding a
ni cknane for sone anount of time. However, the nost significant
bit of the priority MJUST NOT be set unless the nicknane val ue was
confi gured.

| man, et al. St andards Track [ Page 24]



RFC 6325 RBri dge Prot ocol July 2011

0 Once an RBridge has successfully acquired a nicknane, it SHOULD
attenpt to reuse it in the case of a reboot.

o0 Each RBridge is responsible for ensuring that its nicknanme or each
of its nicknanmes is unique. |If RB1 chooses nicknanme x, and RB1
di scovers, through receipt of an LSP for RB2 at any later tineg,
that RB2 has al so chosen x, then the RBridge or pseudonode with
the nunerically higher 1S-1SID (LAN ID) keeps the nicknane, or if
there is atie in priority, the RBridge with the nunerically
higher IS-1S System I D keeps the nicknanme, and the other RBridge
MUST sel ect a new nickname. This can require an RBridge with a
configured nicknane to select a replacenent nicknane.

0 To minimze the probability of nicknane collisions, an RBridge
sel ects a nicknanme randomy fromthe apparently avail abl e
ni cknanmes, based on its copy of the link state. This random
sel ection can be by the RBridge hashing sone of its paraneters,
e.g., System D, tinme and date, and other entropy sources, such as
those given in [ RFC4086], each tinme or by the RBridge using such
hashing to create a seed and neki ng any sel ecti ons based on
pseudo-random nunbers generated fromthat seed [ RFC4086]. The
random nunmbers or seed and the al gorithmused SHOULD rmeke
uniformy distributed selections over the avail abl e ni cknanes.
Convergence to a nickname-collision-free canpus is accel erated by
sel ecting new ni cknanes only fromthose that appear to be
avai |l abl e and by having the highest priority nicknane involved in
a nickname conflict retain its value. There is no reason for al
Rbridges to use the sanme algorithmfor selecting nicknanes.

o |If two RBridge canpuses nerge, then transient nicknane collisions
are possible. As soon as each RBridge receives the LSPs fromthe
ot her RBridges, the RBridges that need to change nicknames sel ect
new ni cknanes that do not, to the best of their know edge, collide
wi th any existing nicknanmes. Sonme RBridges may need to change
ni cknanmes nore than once before the situation is resolved

0 To minimze the probability of a new RBridge usurping a ni ckname
already in use, an RBridge SHOULD wait to acquire the link state
dat abase from a nei ghbor before it announces any ni cknanes that
were not configured.

0 An RBridge by default has only a single nicknane but MAY be
configured to request nultiple nicknanmes. Each such nicknane
woul d specify a shortest path tree with the RBridge as root but,
since the tree nunber is used in tiebreaking when there are
mul ti ple equal cost paths (see Section 4.5.1), the trees for the
different nicknames will likely utilize different links. Because
of the potential tree conputation load it inposes, this capability
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to request nultiple nicknames for an RBridge should be used
sparingly. For exanple, it should be used at a few RBridges that,
because of canpus topol ogy, are particularly good places from
which to calculate multiple different shortest path distribution
trees. Such trees need separate nicknames so traffic can be

mul ti pat hed across them

o If it is desired for a pseudonode to be a tree root, the DRB MAY
request one or nore nicknanmes in the pseudonode LSP

Every nicknanme in use in a canpus identifies an RBridge (or
pseudonode) and every nicknane designates a distribution tree rooted
at the RBridge (or pseudonode) it identifies. However, only a
limted nunber of these potential distribution trees are actually
computed by all the RBridges in a campus as di scussed in Section 4.5.

3.8. TRILL Header Options

Al'l Roridges MJUST be able to skip the nunber of 4-octet chunks

i ndi cated by the Op-Length field (see Section 3.5) in order to find
the inner frame, since RBridges nust be able to find the destination
MAC address and VLAN tag in the inner frame. (Transit RBridges need
such information to filter VLANs, IP nulticast, and the |like. Egress
Rbri dges need to find the inner header to correctly decapsul ate and
handl e the inner frane.)

To ensure backward-conpati bl e safe operation, when Op-Length is non-
zero indicating that options are present, the top two bits of the
first octet of the options area are specified as foll ows:

R R B T T T
| CHbH | CItE | Reserved |
R R B T T T e

Figure 6: Options Area Initial Flags Cctet

If the CHbH (Critical Hop-by-Hop) bit is one, one or nore critica
hop- by-hop options are present. Transit RBridges that do not support
all of the critical hop-by-hop options present, for exanple, an

RBri dge that supported no options, MJST drop the frane. |If the CHbH
bit is zero, the frane is safe, fromthe point of view of options
processing, for a transit RBridge to forward, regardl ess of what
options that RBridge does or does not support. A transit RBridge
that supports none of the options present MJST transparently forward
the options area when it forwards a frane.

If the CItE (Critical Ingress-to-Egress) bit is one, one or nore
critical ingress-to-egress options are present. If it is zero, no
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such options are present. |If either CHbH or CItE i s non-zero, egress
RBri dges that don't support all critical options present, for
exanpl e, an RBridge that supports no options, MJST drop the frane.

If both CHbH and CItE are zero, the frane is safe, fromthe point of
view of options, for any egress RBridge to process, regardl ess of
what options that RBridge does or does not support.

Options, including the nmeaning of the bits | abeled as Reserved in
Figure 6, will be further specified in other docunents and are
expected to include provisions for hop-by-hop and ingress-to-egress
options as well as critical and non-critical options.

Not e: Most RBridge inplenentations are expected to be optimzed for
t he sinplest and nost comon cases of frane forwardi ng and
processing. The inclusion of options may, and the inclusion of
complex or lengthy options likely will, cause frame processing
using a "slow path" with inferior performance to "fast path"
processing. Limted slow path throughput may cause such franes to
be di scarded.

4. Oher RBridge Design Details

Section 3 above specifies the TRILL header, while this section
specifies other RBridge design details.

4.1. FEthernet Data Encapsul ation

TRILL data and ESADI franes in transit on Ethernet |inks are
encapsul ated with an outer Ethernet header (see Figure 2). This
out er header |ooks, to a bridge on the path between two RBridges,
i ke the header of a regular Ethernet frane; therefore, bridges
forward the frame as they nornmally would. To enable RBridges to
di stinguish such TRILL Data franmes, a new TRILL Ethertype (see
Section 7.2) is used in the outer header.

Figure 7 details a TRILL Data frame with an outer VLAN tag traveling
on an Ethernet Iink as shown at the top of the figure, that is,
between transit RBridges RB3 and RB4. The native frame originated at
end station ESa, was encapsul ated by ingress RBridge RB1, and will
ultimtely be decapsul ated by egress RBridge RB2 and delivered to
destination end station ESb. The encapsul ati on shown has the
advantage, if TRILL options are absent or the I ength of such options
is anultiple of 64 bits, of aligning the original Ethernet franme at
a 64-bit boundary.

Wien a TRILL Data franme is carried over an Ethernet cloud, it has
three pairs of addresses:
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0 CQuter Ethernet Header: Quter Destination MAC Address (Quter. MacDA)
and Quter Source MAC Address (Quter.MacSA): These addresses are
used to specify the next hop RBridge and the transnmitting RBridge,
respectively.

0 TRILL Header: Egress Nicknane and |Ingress N cknane. These specify
ni cknanes of the egress and ingress RBridges, respectively, unless
the frame is nmulti-destination, in which case the Egress N cknane
specifies the distribution tree on which the frame is being sent.

0 |Inner Ethernet Header: |nner Destination MAC Address (I nner. MacDA)
and | nner Source MAC Address (I nner.MacSA): These addresses are as
transmitted by the original end station, specifying, respectively,
the destination and source of the inner frane.

A TRILL Data frane also potentially has two VLAN tags, as discussed

in Sections 4.1.2 and 4.1.3 below, that can carry two different VLAN
Identifiers and specify priority.
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Figure 7: TRILL Data Encapsul ati on over Ethernet
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4.1.1. VLAN Tag Infornation

A "VLAN Tag" (formerly known as a Qtag), also known as a "C-tag" for
customer tag, includes a VLAN ID and a priority field as shown in
Figure 8. The "VLAN ID' may be zero, indicating that no VLAN is
specified, just a priority, although such franes are called "priority
tagged" rather than "VLAN tagged" [802.1Q 2005].

Use of [802.1ad] S-tags, al so known as service tags, and use of
stacked tags, are beyond the scope of this docunent.

T S

| Priority | C| VLAN | D
B S T S T T S S

Figure 8: VLAN Tag I nformation

As recommended in [802.1Q 2005], Rbridges SHOULD be inpl emented so as
to allow use of the full range of VLAN IDs from 0x001 through OxFFE
Rbri dges MAY support a smaller number of sinmultaneously active VLAN
IDs. VLAN ID zero is the null VLAN identifier and indicates that no
VLAN i s specified while VLAN I D OxFFF is reserved.

The VLAN I D OxFFF MUST NOT be used. Rbridges MJST discard any frane
they receive with an Quter.VLAN I D of OxFFF. Rbridges MJST discard
any frame for which they exam ne the Inner.VLAN ID and find it to be
OxFFF; such exam nation is required at all egress Rbridges that
decapsul ate a frane.

The "C'" bit shown in Figure 8 is not used in the Inner.VLAN in TRILL.
It MUST be set to zero there by ingress RBridges, transparently
forwarded by transit RBridges, and is ignored by egress RBridges.

As specified in [802.1Q 2005], the priority field contains an

unsi gned value fromO through 7 where 1 indicates the | owest
priority, 7 the highest priority, and the default priority zero is
considered to be higher than priority 1 but |ower than priority 2.
The [802. 1ad] anmendnent to [802.1Q 2005] pernits napping sone

adj acent pairs of priority levels into a single priority level with
and without drop eligibility. Ongoing work in | EEE 802.1 (802. laz,
Appendi x E) suggests the ability to configure "priority groups" that
have a certain guaranteed bandwi dth. RBridges ports MAY al so

i mpl ement such options. RBridges are not required to inplenent any
particul ar nunber of distinct priority levels but may treat one or
nore adj acent priority levels in the sane fashion
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Frames with the same source address, destination address, VLAN, and
priority that are received on the sane port as each other and are
transmitted on the sane port MJUST be transnmitted in the order

recei ved unless the RBridge classifies the franes into nore fine-
grained flows, in which case this ordering requirenment applies to
each such flow. Frames in the sanme VLAN with the sane priority and
received on the sane port nmay be sent out different ports if

mul ti pathing is in effect. (See Appendix C.)

The C-Tag Ethertype [ RFC5342] is 0x8100.
4.1.2. Inner VLAN Tag

The "Inner VLAN Tag Information" (lnner.VLAN) field contains the VLAN
tag informati on associated with the native frame when it was

i ngressed or the VLAN tag information associated with a TRILL ESAD
franme when that frane was created. Wien a TRILL frane passes through
a transit RBridge, the Inner.VLAN MUST NOT be changed except when
VLAN mapping is being intentionally perforned within that RBridge.

Wien a native frane arrives at an RBridge, the associated VLAN | D and
priority are deternined as specified in [802.1Q 2005] (see Appendix D
and [802. 1Q 2005], Section 6.7). |If the RBridge is an appointed
forwarder for that VLAN and the delivery of the frame requires

transmi ssion to one or nore other links, this ingress RBridge forms a
TRILL Data frane with the associated VLAN ID and priority placed in
the Inner.VLAN i nformation

The VLAN ID is required at the ingress Rbridge as one elenent in
determ ning the appropriate egress Rbridge for a known uni cast frane
and is needed at the ingress and every transit Rbridge for nulti-
destination frames to correctly prune the distribution tree.

4.1.3. CQuter VLAN Tag

TRILL frames sent by an RBridge, except for sonme TRILL-Hello franes,
use an Quter.VLAN ID specified by the Designated RBridge (DRB) for
the link onto which they are being sent, referred to as the
Designated VLAN. For TRILL data and ESADI franmes, the priority in
the Quter.VLAN tag SHOULD be set to the priority in the Inner.VLAN
tag.

TRILL frames forwarded by a transit RBridge use the priority present
in the Inner.VLAN of the frame as received. TRILL Data franes are
sent with the priority associated with the corresponding native frane
when received (see Appendix D). TRILL IS 1S frames SHOULD be sent
with priority 7.
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Whet her an Quter.VLAN tag actually appears on the wire when a TRILL
frame is sent depends on the configuration of the RBridge port
through which it is sent in the same way as the appearance of a VLAN
tag on a frame sent by an [802.1Q 2005] bridge depends on the
configuration of the bridge port (see Section 4.9.2).

4.1.4. Frane Check Sequence (FCS)

Each Ethernet franme has a single Frame Check Sequence (FCS) that is
computed to cover the entire frame, for detecting frame corruption
due to bit errors on a link. Thus, when a frame is encapsul ated, the
original FCS is not included but is discarded. Any received frane
for which the FCS check fails SHOULD be discarded (this nmay not be
possible in the case of cut through forwarding). The FCS normally
changes on encapsul ati on, decapsul ation, and every TRILL hop due to
changes in the outer destination and source addresses, the
decrenenting of the hop count, etc.

Al though the FCS is normally cal culated just before transmission, it
is desirable, when practical, for an FCS to acconpany a frane within
an RBridge after receipt. That FCS could then be dynamnically updated
to account for changes to the frame during Rbridge processing and
used for transm ssion or checked against the FCS cal cul ated for frane
transmi ssion. This optional, nore continuous use of an FCS woul d be
hel pful in detecting sone internal RBridge failures such as nenory
errors.

4.2. Link State Protocol (IS 19)

TRILL uses an extension of IS 1S [I1S0OL0589] [RFCL195] as its routing
protocol. 1S-1S has the follow ng advant ages:

0o It runs directly over Layer 2, so therefore it may be run wi thout
configuration (no I P addresses need to be assigned).

0 It is easy to extend by defining new TLV (type-Ilength-value) data
el ements and sub-el enents for carrying TRILL i nformation

This section describes TRILL use of IS-1S, except for the TRILL-Hello
protocol, which is described in Section 4.4, and the MIU probe and
MIU- ack nessages that are described in Section 4.3.

4.2.1. 1S 1S RBridge ldentity

Each RBridge has a unique 48-bit (6-octet) 1S-1S SystemID. This ID
may be derived fromany of the RBridge’ s uni que MAC addresses.
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A pseudonode is assigned a 7-octet 1D by the DRB that created it, by
taking a 6-octet I D owned by the DRB, and appendi ng anot her octet.
The 6-octet ID used to forma pseudonode | D SHOULD be the DRB's ID
unl ess the DRB has to create I Ds for pseudonodes for nore than 255
links. The only constraint for correct operation is that the 7-octet
I D be unique within the canpus, and that the 7th octet be nonzero.

An RBridge has a 7-octet ID consisting of its 6-octet systemID
concatenated with a zero octet.

In this docunent, we use the term"IS- 1S ID' to refer to the 7-octet
quantity that can be either the ID of an RBridge or a pseudonode.

4.2. 2. IS-1S I nstances

TRILL inplenents a separate 1S-1S instance fromany used by Layer 3,
that is, different fromthe one used by routers. Layer 3 1S1S
franmes nmust be distinguished fromTRILL IS-1S franmes even when those
Layer 3 1S 1S franes are transiting an RBridge canpus.

Layer 3 IS-1S native franes have special mnulticast destination
addresses specified for that purpose, such as AllL1ISs or AllL2ISs.
When they are TRILL encapsul ated, these nulticast addresses appear as
the Inner. MacDA and the Quter. MacDA will be the All-RBridges
nmul ti cast address.

Wthin TRILL, there is an IS-IS instance across all Rbridges in the
canmpus as described in Section 4.2.3. This instance uses TRILL IS1S
franes that are distinguished by having a different Ethertype
"L2-1S1S". Additionally, for TRILL IS-IS frames that are nulticast,
there is a distinct multicast destination address of
All-1S-1S-RBridges. TRILL IS 1S franes do not have a TRILL header.

ESADI is a separate protocol fromthe IS 1S instance inplenmented by
all the RBridges. There is a separate ESADI instance for each VLAN,
and ESADI frames are encapsul ated just like TRILL Data franmes. After
the TRILL header, the ESADI frame has an inner Ethernet header with
the Inner. MacDA of "All-ESAD -RBri dges" and the "L2-1S-1S" Ethertype
foll owed by the ESADI frane.

4.2.3. TRILL I SIS Franes

Al'l Roridges MJUST participate in the TRILL IS-1S instance, which
constitutes a single Level 1 1S-1S area using the fixed area address
zero. TRILL IS-1S franes are never forwarded by an RBridge but are

| ocally processed on receipt. (Such processing may cause the RBridge
to send additional TRILL I1S-1S frames.)
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A TRILL IS-1S frane on an 802.3 link is structured as shown bel ow.

Al'l such frames are Ethertype encoded. The RBridge port out of which
such a frame is sent will strip the outer VLAN tag if configured to
do so.

Quter Ethernet Header
T T i e i i e T e b s S S SN S
All-1S-1S-RBridges Miulticast Address |
R Lt e e o e e el t s ok b NI IR SRR S
Al'l-1S-1S-RBridges continued | Source RBridge MAC Address |
B i T o S o i S S i s S S S S S S
Source RBridge MAC Address continued |
s i T St e i s it I S S S S S S
Et hertype = C-Tag [802.1Q 2005]| Quter.VLAN Tag I nfornmation
i T e i a  E t E i i s e SR R S
| L2-1S- 1S Ethertype |
B il i S S S S S T S S
| S-1S Payl oad:
R i e i i e e o i N SR S S
| IS 1S Comobn Header, |S-1S PDU Specific Fields, 1S 1S TLVs

|
+-
|
+-
|
+-
|

Frame Check Sequence:
B T e o i S I i i S S N iy St S I S S
| FCS (Frane Check Sequence)
T e e i i e e e £ o S HI SR N S

Figure 9: TRILL IS IS Frame For mat

The VLAN specified in the Quter.VLAN information will be the
Desi gnated VLAN for the Iink on which the frame is sent, except in
the case of sonme TRILL Hell os.

4.2.4. TRILL Link Hellos, DRBs, and Appointed Forwarders

RBri dges default to using TRILL Hell os unless, on a per-port basis,
they are configured to use P2P Hellos. TRILL-Hello franes are
specified in Section 4.4,

RBri dges are nornmally configured to use P2P Hellos only when there
are exactly two of themon a link. However, it can occur that

RBri dges are misconfigured as to which type of hello to use. This is
safe but may cause |ack of RBridge-to-RBridge connectivity. An

RBri dge port configured to use P2P Hellos ignores TRILL Hellos, and
an RBridge port configured to use TRILL Hellos ignores P2P Hell os.

If any of the RBridge ports on a link is configured to use TRILL

Hel | os, one of such RBridge ports using TRILL Hellos is el ected DRB
(Designated RBridge) for the link. This election is based on
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configured priority (nost significant field), and source MAC address,
as communicated by TRILL-Hello frames. The DRB, as described in
Section 4.2.4.2, designates the VLAN to be used on the link for

i nter-RBridge communication by the non-P2P RBridge ports and appoints
itself or other RBridges on the link as appointed forwarder (see
Section 4.2.4.3) for VLANs on the link.

4,.2.4.1. P2P Hel | o Li nks

RBri dge ports can be configured to use IS-IS P2P Hellos. This
inplies that the port is a point-to-point |link to another RBridge.

An RBridge MUST NOT provide any end-station (native frane) service on
a port configured to use P2P Hell os.

As with Layer 3 IS-1S, such P2P ports do not participate in a DRB

el ection. They send all frames VLAN tagged as being in the Desired
Desi gnat ed VLAN configured for the port, although this tag nmay be
stripped if the port is so configured. Since all traffic through the
port should be TRILL franmes or Layer 2 control franes, such a port
cannot be an appointed forwarder. RBridge P2P ports MJST use the

| S-1S three-way handshake [ RFC5303] so that extended circuit I1Ds are
associated with the Iink for tie breaking purposes (see Section
4.5.2).

Even if all sinple links in a network are physically point-to-point,
if some of the nodes are bridges, the bridged LANs that include those
bri dges appear to be multi-access links to attached RBridges. This
woul d necessitate using TRILL Hellos for proper operation in many
cases.

Wiile it is safe to erroneously configure ports as P2P, this may
result in lack of connectivity.

4.2.4.2. Designated RBridge

TRILL 1S-1S elects one RBridge for each LAN link to be the Designated
RBridge (DRB), that is, to have special duties. The Designated
RBri dge:

0 Chooses, for the link, and announces in its TRILL Hellos, the
Desi gnated VLAN ID to be used for inter-RBridge conmunication.
This VLAN is used for all TRILL-encapsul ated data and ESADI franes
and TRILL I1S-1S franes except sone TRILL-Hello franes.

o If thelink is represented in the IS-IS topology as a pseudonode,

chooses a pseudonode I D and announces that in its TRILL Hellos and
i ssues an LSP on behal f of the pseudonode.
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0 |ssues CSNPs.

0 For each VLAN-x appearing on the Iink, chooses an RBridge on the
link to be the appointed VLAN-x forwarder (the DRB MAY choose
itself to be the appointed VLAN-x forwarder for all or sone of the
VLANS) .

0o Before appointing a VLAN-x forwarder (including appointing
itself), wait at least its Holding Tinme (to ensure it is the DRB)

o If configured to send TRILL-Hello franes, continues to send them

on all its enabled VLANs that have been configured in the
Announci ng VLANs set of the DRB, which defaults to all enabled
VLANSs.

4.2.4.3. Appointed VLAN-x Forwarder

The appointed VLAN-x forwarder for a link is responsible for the
followi ng points. 1In connection with the |oop avoidance points, when
an appointed forwarder for a port is "inhibited", it drops any native
franes it receives and does not transmt but instead drops any native
franes it decapsulates, in the VLAN for which it is appointed.

0 Loop avoi dance:

- Inhibiting itself for a time, configurable per port from zero
to 30 seconds, which defaults to 30 seconds, after it sees a
root bridge change on the Iink (see Section 4.9.3.2).

- Inhibiting itself for VLAN-x, if it has received a Hello in
whi ch the sender asserts that it is appointed forwarder and
that is either
+ received on VLAN-x (has VLAN-x as its CQuter.VLAN) or
+ was originally sent on VLAN-x as indicated inside the body

of the Hello.

- Optionally, not decapsulating a frane fromingress RBridge RBm
unless it has RBnis LSP, and the root bridge on the link it is
about to forward onto is not listed in RBms |ist of root
bridges for VLAN-x. This is known as the "decapsul ati on check"
or "root bridge collision check"

o0 Unless inhibited (see above), receiving VLAN-x native traffic from
the link and forwarding it as appropriate.

0 Receiving VLAN-x traffic for the Iink and, unless inhibited,

transmitting it in native formafter decapsulating it as
appropri ate.
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0 Learning the MAC address of |ocal VLAN-x nodes by |ooking at the
source address of VLAN-x frames fromthe |ink

0 Optionally learning the port of |ocal VLAN-x nodes based on any
sort of Layer 2 registration protocols, such as | EEE 802.11
associ ation and authentication

0 Keeping track of the { egress RBridge, VLAN, MAC address } of
di stant VLAN-x end nodes, |earned by |ooking at the fields
{ ingress RBridge, Inner.VLAN ID, Inner.MacSA } from VLAN x franes
bei ng received for decapsul ation onto the Iink.

0 Optionally observe native | GW [RFC3376], M.D [ RFC2710], and MRD
[ RFC4286] frames to learn the presence of |ocal nulticast
listeners and multicast routers.

0 Optionally listening to TRILL ESADI nessages for VLAN-x to |learn
{ egress RBridge, VLAN-x, MAC address } triplets and the
confidence | evel of such explicitly advertised end nodes.

0 Optionally advertising VLAN-x end nodes, on links for which it is
appoi nted VLAN-x forwarder, in ESADI nessages.

0 Sending TRILL-Hello franes on VLAN-x unl ess the Announci ng VLANs
set for the port has been configured to disable them

o Listening to BPDUs on the common spanning tree to |earn the root
bridge, if any, for that link and to report in its LSP the
compl ete set of root bridges seen on any of its links for which it
i s appoi nted forwarder for VLAN X.

When an appoi nted forwarder observes that the DRB on a |ink has
changed, it no longer considers itself appointed for that |ink unti
appoi nted by the new DRB.

4.2.4.4., TRILL LSP Information

The information itenms in the TRILL IS-1S LSP that are menti oned

el sewhere in this docunent are listed below Unless an itemis
stated in the list belowto be optional, it MJST be included. Oher
items MAY be included unless their inclusion is prohibited el sewhere
in this docunent. The actual encoding of this infornmation and the

I S-1S Type or sub-Type values for any new I S-1S TLV or sub-TLV data
el enments are specified in separate docunments [ RFC6165] [ RFC6326] .

1. The IS-1S IDs of neighbors (pseudonodes as well as RBridges) of

RBri dge RBn, and the cost of the link to each of those nei ghbors.
RBri dges MJST use the Extended IS Reachability TLV (#22, also
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known as "wide netric" [RFC5305]) and MJUST NOT use the IS
Reachability TLV (#2, also known as "narrow netric"). To
facilitate efficient operation w thout configuration and
consistent with [802.1D], RBridges SHOULD, by default, set the
cost of alink to the integer part of twenty trillion

(20, 000, 000, 000, 000) divided by the RBridge port’s bit rate but
not nore than 2**24-2 (16,777,214); for exanple, the cost for a
link accessed by a 1CGbhps port would default to 20,000. (Note that
2**24-1 has a special neaning in IS 1S and woul d exclude the |ink
from SPF routes.) However, the link cost MY, by default, be
decreased for aggregated |inks and/or increased to not nore than
2**24-2 if the link appears to be a bridged LAN. The tested MIU
for the link (see Section 4.3) MAY be included via a sub-TLV.

2. The following information in connection with the nicknane or each
of the nicknanmes of RBridge RBn:

2.1. The nicknanme value (2 octets).

2.2. The unsigned 8-bit priority for RBn to have that nicknane
(see Section 3.7.3).

2.3. The 16-bit unsigned priority of that nicknane to beconming a
distribution tree root.

3. The maxi mum TRI LL Header Version supported by RBridge RBn.

4. The following information, in addition to the per-nickname tree
root priority, in connection with distribution tree determ nation
and announcenent. (See Section 4.5 for further details on how
this information is used.)

4.1. An unsigned 16-bit nunber that is the nunber of trees al
RBridges in the canpus calculate if RBn has the highest
priority tree root.

4.2. A second unsigned 16-bit nunber that is the nunber of trees
RBn would |ike to use.

4.3. Athird unsigned 16-bit nunber that is the maxi mum nunber of
distribution trees that RBn is able to cal cul ate.

4.4, Afirst list of nicknames that are intended distribution
trees for all RBridges in the canmpus to cal cul ate.

4.5. A second list of nicknanes that are distribution trees RBn
woul d like to use when ingressing nulti-destination franes.
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5. The list of VLAN IDs of VLANs directly connected to RBn for |inks
on which RBn is the appointed forwarder for that VLAN. (Note: An
RBri dge nay advertise that it is connected to additional VLANs in
order to receive additional frames to support certain VLAN based
features beyond the scope of this specification as mentioned in
Section 4.8.4 and in a separate docunment concerni ng VLAN mappi ng
i nside RBridges.) RBridges nay associate advertised connectivity
to different groups of VLANs with specific nicknanes they hold.
In addition, the LSP contains the followi ng information on a per-
VLAN basi s:

5.1. Per-VLAN Multicast Router attached flags: This is two bits of
information that indicate whether there is an | Pv4 and/ or
| Pv6 nulticast router attached to the Rbridge on that VLAN
An RBridge that does not do I P rmulticast control snooping
MUST set both of these bits (see Section 4.5.4). This
information is used because | GW [ RFC3376] and M.D [ RFC2710]
Menber ship Reports MJST be transmitted to all links with IP
nmul ticast routers, and SHOULD NOT be transmitted to |inks
wi t hout such routers. Also, all franmes for |P-derived
mul ticast addresses MUST be transnmitted to all links with IP
multicast routers (within a VLAN), in addition to links from
which an I P node has explicitly asked to join the group the
frame is for, except for sone IP nulticast addresses that
MJUST be treated as broadcast.

5.2. Per-VLAN nandat ory announcement of the set of |Ds of Root
bridges for any of RBn’s |links on which RBn is appointed
forwarder for that VLAN. \Where MSTP (Multiple Spanning Tree
Protocol) is running on a link, this is the root bridge of
the CI ST (Common and Internal Spanning Tree). This is to
qui ckly detect cases where two Layer 2 clouds accidentally
get nerged, and where there might otherw se tenporarily be
two DRBs for the sane VLAN on the sanme link. (See Section
4.2.4.3.)

5.3. Optionally, per-VLAN Layer 2 nulticast addresses derived from
I Pv4 | GW and | Pv6 M.D notification nessages received from
attached end nodes on that VLAN, indicating the |ocation of
listeners for these nulticast addresses (see Section 4.5.5).

5.4. Per-VLAN ESADI protocol participation flag, priority, and
holding tine. |If this flag is one, it indicates that the
RBri dge wi shes to receive such TRILL ESADI frames (see
Section 4.2.5.1).

5.5. Per-VLAN appointed forwarder status |ost counter (see Section
4.8.3).
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6. Optionally, the largest TRILL 1S-1S frane that the RBridge can
handl e using the originatingLSPBufferSize TLV #14 (see Section
4.3).

7. Optionally, a list of VLAN groups where address learning is shared
across that VLAN group (see Section 4.8.4). Each VLAN group is a
list of VLAN IDs, where the first VLANID Ilisted in a group, if
present, is the "primary" and the others are "secondary". This is
to detect misconfiguration of features outside the scope of this
docunent. RBridges that do not support features such as "shared
VLAN | earning” ignore this field.

8. Optionally, the Authentication TLV #10 (see Section 6).
4.2.5. The TRILL ESADI Protocol

RBri dges that are the appointed VLAN-x forwarder for a |ink MAY
participate in the TRILL ESAD protocol for that VLAN. But all
transit RBridges MJST properly forward TRILL ESADI frames as if they
were multicast TRILL Data franes. TRILL ESADI franes are structured
like 1S-1S frames but are always TRILL encapsulated on the wire as if
they were TRILL Data franes.

Because of this forwarding, it appears to the ESADH protocol at an
RBridge that it is directly connected by a shared virtual link to all
ot her RBridges in the canmpus running ESADI for that VLAN. RBridges
that do not inplenent the ESADI protocol or are not appointed
forwarder for that VLAN do not decapsul ate or |locally process any
TRILL ESADI frames they receive for that VLAN. In other words, these
frames are transparently tunnel ed through transit RBridges. Such
transit RBridges treat themexactly as nmulticast TRILL Data franes
and no special processing is invoked due to such forwarding.

TRI LL ESADI franmes sent on an | EEE 802.3 link are structured as shown

bel ow. The outer VLAN tag will not be present if it was stripped by
the port out of which the frane was sent.
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Qut er Et hernet Header:
B Lt r s i i i o o T s ks S R S
| Next Hop Destination Address |
R R e o i i i i i S i S S S e T T s i T S S S S e 5
| Next Hop Destination Address | Sending RBridge MAC Address |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
Sendi ng RBridge Port MAC Address |
B i T e S i i i i T S S e e S i o i I T N S
Et hertype = C-Tag [802.1Q 2005]| Quter.VLAN Tag I nfornmation |
B T T o S T o il s S S S S S i S il i

TRI LL Header:
B e s S S S i S T e T s i S S S S
Et hertype = TRILL | V| R|MOp-Length] Hop Count |
B e S S i i i T e s aiks S S S S S S
Egress (Dist. Tree) Nicknane | Ingress (Origin) N cknane |
B ik T T S S S e i ik i i R e e S T S T R e e R e e e e =

B e s S S S i S T e T s i S S S S
Al'l - ESADI - RBri dges Multicast Address |
B i T e S i i i i T S S e e S i o i I T N S
Al'l - ESADI - RBri dges continued | Oigin RBridge MAC Address |
B T T o S T o il s S S S S S i S il i
Origin RBridge MAC Address conti nued |
B e s S S S i S T e T s i S S S S
Et hertype = C-Tag [802. 1Q 2005]| Inner.VLAN Tag | nformation |
B e S S i i i T e s aiks S S S S S S

Et hertype = L2-1S-1S |

B i i S S S Tk i o

ESADI Payl oad (formatted as IS-1S):

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| IS 1S Comon Header, |S-1S PDU Specific Fields, 1S 1S TLVs |

|
+
|
+
L
+
|
+
|
+
| nner Et hernet Header:
+
|
+
|
+
|
+
|
+
|

Franme Check Sequence:
B T T T o o S S S e i S S Tk e e Y S
| FCS (Frane Check Sequence)
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Fi gure 10: TRILL ESADH Frane For nat

The Next Hop Destination Address or CQuter.MacDA is the All-RBridges
mul ti cast address. The VLAN specified in the Quter.VLAN information
will always be the Designated VLAN for the link on which the franme is
sent. The V and Rfields will be zero while the Mfield will be one.
The VLAN specified in the Inner.VLAN information will be the VLAN to
whi ch the ESADI frame applies. The Oigin RBridge MAC Address or

I nner. MacSA MUST be a gl obally uni que MAC address owned by the
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RBri dge originating the ESADI frane, for exanple, any of its port MAC
addresses, and each RBri dge MJST use the sane |Inner.MacSA for all of
the ESADI frames that RBridge originates

4.2.5.1. TRILL ESADI Participation

An RBridge does not send any Hell os because of participation in the
ESADI protocol. The information available in the TRILL IS-1S link
state database is sufficient to determine the ESADI DRB on the
virtual link for the ESAD protocol for each VLAN. |In particular,
the link state database information for each RBridge includes the
VLANs, if any, for which that RBridge is participating in the ESAD
protocol, its priority for being selected as DRB for the ESAD
protocol for each of those VLANs, its holding tine, and its IS-IS
system I D for breaking ties in priority.

An RBridge need not performany routing cal cul ati on because of
participation in the ESADI protocol. Since all RBridges
participating in ESADI for a particular VLAN appear to be connected

to the sanme single virtual link, there are no routing decisions to be
made. A participating RBridge nerely transnmits the ESADI franes it
originates on this virtual link.

The ESADI DRB sends TRILL-ESADI - CSNP frames on the ESADI virtua

link. For robustness, a participating RBridge that deternines that
sonme ot her RBridge should be ESADI DRB on such a virtual |ink but has
not received or sent a TRILL-ESADI-CSNP in at |east the ESAD DRB

hol ding tine MAY also send a TRI LL-ESADI -CSNP on the virtual link. A
participating RBridge that determ nes that no other RBridges are
participating in the ESADI protocol for a particular VLAN SHOULD NOT
send ESADI information or TRILL-ESADI -CSNPs on the virtual link for

t hat VLAN.

4.2.5.2. TRILL ESAD |nfornation

The information distributed with the ESADI protocol is the list of

| ocal end-station MAC addresses known to the originating RBridge and,
for each such address, a one-octet unsigned "confidence" rating in
the range 0-254 (see Section 4.8).

It is intended to optionally provide for VLAN ID translation within
RBri dges, as specified in [ VLAN-MAPPING . This includes translating
TRILL ESADI frames. |f TRILL ESADI frames could contain VLAN IDs in
arbitrary internal locations, such translation would be inpracti cal
Thus, TRILL ESADI franmes MJST NOT contain the VLAN ID of the VLAN to
which they apply in the body of the frane after the Inner.VLAN tag.
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4.2.6. SPF, Forwardi ng, and Anbi guous Desti nations

This section describes the logical result desired. Alternative
i mpl ement ati on net hods may be used as |ong as they produce the same
forwar di ng behavi or.

When building a forwarding table, an RBridge RB1 cal cul ates shortest
paths fromitself as described in Appendix C 1 of [RFC1195].

Ni cknames are added into the shortest path calculation as a fina
step, just as with an end node. |If multiple RBridges, say, RBa and
RBb, claimthe sanme nicknane, this is a transitory condition and one
of RBa or RBb will defer and choose a new ni ckname. However, RB1
sinmply adds that nickname as if it were attached to both RBa and RBb,
and uses its standard shortest path calculation to choose the next
hop.

An ingress RBridge RB2 maps a native frane’s known uni cast
destination MAC address and VLAN into an egress RBridge nicknane. |If
RB2 | earns addresses only fromthe observation of received and
decapsul ated franmes, then such MAC addresses cannot be duplicated
within a VLAN in RB2 tables because nore recent |earned information
if of a higher or equal confidence, overwites previous information
and, if of a |lower confidence, is ignored. However, duplicates of
the sane MAC within a VLAN can appear in ESADI data and between ESAD
data and addresses | earned fromthe observation of received and
decapsul ated franmes, entered by manual configuration, or |earned

t hrough Layer 2 registration protocols. |If duplicate MAC addresses
occur within a VLAN, RB2 sends franmes to the MAC with the highest
confidence. |If confidences are also tied between the duplicates, for

consistency it is suggested that RB2 direct all such franes (or al
such franes in the sane ECVMP flow) toward the sane egress RBridge;
however, the use of other policies will not cause a network problem
since transit RBridges do not exanine the |Inner.MacDA for known

uni cast framnes

4.3. Inter-RBridge Link MIU Size

There are two reasons why it is inportant to know what size of frane
each inter-RBridge link in the canmpus can support:

1. RBridge RB1 nust know the size of link state information nessages
it can generate that will be guaranteed to be forwardabl e across
all inter-RBridge links in the canpus.

2. If traffic engineering tools know which |inks support larger than

m ni mal |y acceptabl e data packet sizes, paths can be conputed that
can support |arge data packets.
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4.3.1. Determning Canpus-Wde TRILL IS-1S MU Si ze

In a stable canpus, there nust ultimately be agreenent anong all

RBri dges on the value of "Sz", the mininum acceptable inter-RBridge
link size for the canpus, for the proper operation of TRILL IS-1S.
Al'l RBridges MJUST format their link state informati on nessages to be
in chunks of size no |larger than what they believe Sz to be. Also,
every RBridge RB1 SHOULD test each of its RBridge adjacencies, say,
to RB2, to ensure that the RB1-RB2 |ink can forward packets of at

| east size Sz.

Sz has no direct effect on end stations and is not directly rel ated
to any end-station-to-end-station "path MIU'. Methods of using Sz or
any link MU information gathered by TRILL IS-ISin the traffic

engi neering of routes or the determination of any path MIU is beyond
the scope of this docunent. Native frames that, after TRILL
encapsul ati on, exceed the MU of a link on which they are sent will
general ly be di scarded.

Sz is deternmined by having each RBridge (optionally) advertise, in
its LSP, its assunption of the value of the canpus-wide Sz. This LSP
element is known in IS 1S as the originati ngLSPBufferSize, TLV #14.
The default and m ni mum value for Sz, and the inplicitly advertised
value of Sz if the TLV is absent, is 1470 octets. This length (which
is also the maxi mum size of a TRILL-Hello) was chosen to nake it
extremely unlikely that a TRILL control frame, even with reasonabl e
addi ti onal headers, tags, and/or encapsul ation, would encounter MIU
probl enms on an inter-RBridge |ink

The canpus-wi de value of Sz is the smallest value of Sz advertised by
any RBri dge.

4.3.2. Testing Link MU Size
There are two new TRILL I S-1S nmessage types for use between pairs of

RBri dge nei ghbors to test the bidirectional packet size capacity of
their connection. These nessages are:

-- MIU probe
-- MU ack

Both the MIU-probe and the MIU-ack are padded to the size being
t est ed.

Sendi ng of MIU-probes is optional; however, an RBridge RB2 that

recei ves an MIU-probe from RB1 MJST respond with an MIU-ack padded to
the sane size as the MIU-probe. The MIU-probe MAY be nulticast to

Perl man, et al. St andards Track [ Page 44]



RFC 6325 RBri dge Prot ocol July 2011

Al'l -RBridges, or unicast to a specific RBridge. The MIU-ack is
normal Iy unicast to the source of the MIU-probe to which it responds
but MAY be nulticast to All-RBridges

If RB1 fails to receive an MIU-ack to a probe of size X from RB2
after k tries (where k is a configurable paraneter whose default is
3), then RB1 assunes the RB1-RB2 |ink cannot support size X. If Xis
not greater than Sz, then RBl sets the "failed m ninum MIU test" fl ag
for RB2 in RB1's Hello. |If size X succeeds, and X > Sz, then RB1
advertises the largest tested X for each adjacency in the TRILL
Hel l os RB1 sends on that link, and RB1 MAY advertise X as an
attribute of the link to RB2 in RBl's LSP

4.4, TRILL-Hello Protoco

The TRILL-Hello protocol is alittle different fromthe Layer 3 1S 1S
LAN Hell o protocol and uses a new type of IS 1S nmessage known as a
TRI LL- Hel | o.

4.4.1. TRILL-Hello Rationale

The reason for defining this newtype of link in TRILL is that in
Layer 3 1S 1S, the LAN Hello protocol may elect multiple Designated
Routers (DRs) since, when choosing a DR, routers ignore other routers
with whom they do not have 2-way connectivity. Also, Layer 3 1S-1S
LAN Hel |l os are padded, to avoid forning adjacenci es between nei ghbors
that can’t speak the maxi mum si zed packet to each other. This neans,
in Layer 3 1S-1S, that neighbors that have connectivity to each
other, but with an MIU on that connection | ess than what they
perceive as maxi num si zed packets, will not see each other’s Hell os
The result is that routers nmight formcliques, resulting in the link
turning into multiple pseudonodes.

This behavior is fine for Layer 3, but not for Layer 2, where |oops
may formif there are multiple DRBs. Therefore, the TRILL-Hello
protocol is a little different fromLayer 3 1S 1S s LAN Hello

pr ot ocol

One other issue with TRILL-Hellos is to ensure that subsets of the

i nformati on can appear in any single nessage, and be processable, in
the spirit of 1S 1S LSPs and CSNPs. TRILL-Hello franes, even though
they are not padded, can becone very large. An exanple where this

m ght be the case is when sone sort of backbone technol ogy

i nterconnects hundreds of TRILL sites over what would appear to TRILL
to be a giant Ethernet, where the RBridges connected to that cloud

wi || perceive that backbone to be a single link with hundreds of

nei ghbors.
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In TRILL (unlike in Layer 3 1S-1S), the DRB is sel ected based solely
on priority and MAC address. In other words, if RB2 receives a
TRILL-Hello fromRB1 with higher (priority, MAC), RB2 defers to RB1
as DRB, regardl ess of whether RB1 lists RB2 in RBl's TRILL-Hello.

Al t hough the neighbor list in a TRILL-Hello does not influence the
DRB el ection, it does determ ne what is announced in LSPs. RB1l only
reports links to RBridges with which it has two-way connectivity. |If
RB1 is the DRB on a link, and for whatever reason (MU ni smatch, or
one-way connectivity) RB1 and RB2 do not have two-way connectivity,
then RB2 does not report a link to RB1 (or the pseudonode), and RBl
(or RB1 on behalf of the pseudonode) does not report a link to RB2.

4.4.2. TRILL-Hello Contents and Tining

The TRILL-Hello has a new | S-1S nessage type. It starts with the
same fixed header as an I S-1S LAN Hell o, which includes the 7-bit
priority for the issuing RBridge to be DRB on that link. TRILL-
Hell os are sent with the sane tinmng as 1S-1S LAN Hel |l os.

TRI LL- Hel | o messages, including their Quter.MacDA and Quter. MacSA,

but excl uding any Quter.VLAN or other tags, MJST NOT exceed 1470
octets in length and SHOULD NOT be padded. The follow ng information
MUST appear in every TRILL-Hello. References to "TLV' nay actually
be a "sub-TLV' as specified in separate docunents [ RFC6165]

[ RFC6326] .

1. The VLAN ID of the Designated VLAN for the |ink.

2. A copy of the Quter.VLAN ID with which the Hell o was tagged on
sendi ng.

3. A 16-bit port ID assigned by the sending RBridge to the port the
TRILL-Hello is sent on such that no two ports of that RBridge have
the sane port ID.

4. A nicknane of the sending RBridge.

5. Two flags as foll ows:

5.a. Aflag that, if set, indicates that the sender has detected
VLAN mapping on the link, within the past 2 of its Holding
Ti nes.

5.b. Aflag that, if set, indicates that the sender believes it is

appoi nted forwarder for the VLAN and port on which the TRILL-
Hell o was sent.
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The follow ng informati on MAY appear

1. The set of VLANs for which end-station service is enabled on the
port.

2. Several flags as follows:

2.a. Aflag that, if set, indicates that the sender’s port was
configured as an access port.

2.b. Aflag that, if set, indicates that the sender’s port was
configured as a trunk port.

2.c. A bypass pseudonode flag, as described belowin this section

3. If the sender is the DRB, the Rbridges (excluding itself) that it
appoints as forwarders for that link and the VLANs for which it
appoints them As described below, this TLV is designed so that
not all the appointnent information need be included in each
Hello. Its absence neans that appointed forwarders shoul d
continue as previously assigned.

4. The TRILL neighbor list. This is a new TLV, not the sane as the
I S-1S Neighbor TLV, in order to accomobdate fragnentation and
reporting MIU on the Iink (see Section 4.4.2.1).

The Appoi nted Forwarders TLV specifies a range of VLANs and, within
that range, specifies which Rbridge, if any, other than the DRB, is
appoi nted forwarder for the VLANs in that range [ RFC6326].
Appointing an RBridge as forwarder on a port for a VLAN that is not
enabl ed on that port has no effect.

It is anticipated that many |inks between RBridges will be point-to-
point, in which 