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Abstract

Thi s docunent defines a YANG data nodel that can be used for

communi cati on between custoners and network operators and to deliver
a Layer 3 provider-provisioned VPN service. This docunent is limted
to BGP PE-based VPNs as described in RFCs 4026, 4110, and 4364. This
nmodel is intended to be instantiated at the nanagenment systemto

deliver the overall service. It is not a configuration nodel to be
used directly on network elenents. This nodel provides an abstracted
view of the Layer 3 I P VPN service configuration conponents. |t will

be up to the nmanagenent systemto take this nodel as input and use
specific configuration nodels to configure the different network
el ements to deliver the service. How the configuration of network
el ements is done is out of scope for this docunent.

Thi s docunent obsol etes RFC 8049; it replaces the uni npl ementabl e
module in that RFC with a new nodule with the same nane that is not
backward conpatible. The changes are a series of small fixes to the
YANG nodul e and sone clarifications to the text.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
https://ww.rfc-editor.org/info/rfc8299
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1

1.1

\N'Ii

I ntroduction
Thi s docunent defines a Layer 3 VPN service data nodel witten in
YANG The nodel defines service configuration elenents that can be
used in conmuni cation protocols between custoners and network
operators. Those elenents can al so be used as input to autonated
control and configuration applications.
Thi s docunent obsol etes [ RFC8049]; it creates a new nodule with the
same nane as the nodule defined in [ RFC8049]. The changes from
[ RFC8049] are listed in full in Section 1.4. They are small in
scope, but include fixes to the nodule to nake it possible to
i mpl enent .
The YANG nodul e described in [ RFC8049] cannot be inpl enmented because
of issues around the use of XPATH. These issues are explained in
Section 1.4.1.
Section 11 of [RFC7950] describes when it is permssible to reuse a
nodul e name. Section 1.4.2 provides an inpact assessnment in this
cont ext .
Ter m nol ogy

The following terns are defined in [ RFC6241] and are not redefined
her e:

o client

o configuration data
0 server

0 state data

The following terns are defined in [ RFC7950] and are not redefined
here:

0 augnent
o data nodel
o data node

The termi nol ogy for describing YANG data nodels is found in
[ RFC7950] .
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1.2.

1.3

1. 4.

\N'Ii

Thi s docunent presents sonme configuration exanpl es using XM
representation.

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [RFC8174] when, and only when, they appear in all
capitals, as shown here

Tree Di agrans

A sinmplified graphical representation of the data nodel is presented
in Section 6.

The meani ngs of the synmbols in these diagrans are as foll ows:
o Brackets "[" and "]" enclose |ist keys.

o Curly braces "{" and "}" contain nanes of optional features that
make t he correspondi ng node conditi onal

0 Abbreviations before data node nanmes: "rw' neans configuration
data (read-wite), and "ro" neans state data (read-only).

o Synbols after data node names: "?" neans an optional node, and "*"
denotes a "list" or "leaf-list".

o Parentheses enclose choice and case nodes, and case nodes are al so
marked with a colon (":").

o Ellipsis ("...") stands for contents of subtrees that are not
shown.

Sunmary of Changes from RFC 8049
Thi s docunent revises and obsol etes L3VPN Service Mdel [RFC8049],
drawi ng on insights gained from L3VPN Service Mdel deploynents and

on feedback fromthe community. The major changes are as foll ows:

0 Change type from 16-bit integer to string for the leaf id under
"qos-cl assification-policy" container

o0 Stick to using ordered-by user and renove inefficiency to map
servi ce nodel sequence nunber to device nodel sequence numnber.
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0 Renove nandating the use of deviations and add "if-feature target-
sites" under the leaf-list target-sites in Section 6.12.2.1 of
[ RFC8049] .

0 Change in keywords from[RFC2119] and [ RFC8174] on operation of
t he managenent systemin the third paragraph of Section 6.6,
Section 6.6.5, and Section 7.

0o Fix inconplete description statements.

0 Add YANG statenment to check that Statel ess Address
Aut oconfiguration (SLAAC) paraneters are used only for |Pv6

o Fix strange wording in Section 6.11.7.

0 Change the use of the absolute paths to the use of relative paths
in the "nmust" statenment or "path" statement for vpn-policy-id |eaf
node, nanagenent container, |ocation |eaf node, devices container
| ocation case, |ocation-reference |eaf, device case, device-
reference leaf to nake configuration is only applicable to the
current sites.

o Change "nust" statenent to "when" statenment for nmanagenent
cont ai ner devi ce contai ner

o Fix optional paraneter issues by adding a default or description
for others or make sone of them mandatory.

o Define new grouping vpn-profile-cfg for all the identifiers
provided by SP to the custoner. The identifiers include cloud-
identifier, std-qos-profile, OAM profil e-nane, and provider-
profile for encryption.

0 Add in the XPATH string representation of identityrefs and renove
unqual i fied nanme. Change from YANG 1.0 Support to YANG 1.1
Support.

0 Renove "when" statenent from |l eaf nat44-custoner-address.

o Fixed broken exanple and Add mandatory el ement in the exanples.

0 Renove redundant paraneters in the cloud access.

o Specify provider address and a list of start-end addresses from
provi der address for DHCP case.

0 Add a fewtext to clarify what the site is in Section 6.3.
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0 Add nulti-filter and rmulti VPN per entry support for VPN policy.

o Modify description for svc-input-bandwi dth | eaf and svc- out put -
bandwi dth leaf to make it consistent with the text in
Section 6.12.1.

o Carify the rational of the nodel in the Section 5.
0 Add text to clarify the way to achi eve Per-VPN QoS policy.
1.4.1. Inplenmentation Issues with RFC 8049

[ RFC8049] nmde an initial attenpt to define a YANG data nodel
forL3VPN services. After it was published it was discovered that,
while the YANG conpiled it was broken from an inpl enmentation
perspective. That is, it was inpossible to build a functiona

i npl enent ati on of the nodul e.

Section 1.4 provides a full list of the changes since [ RFC8049].
Some of these changes renove anbiguities fromthe docunented YANG
whil e other changes fix the inplenmentation issues.

1. Several uses of ’'must’ expressions in the nodul e were broken
badly enough that the nodule was not usable in the formit was
published. While sone conpilers and YANG checkers found no
i ssues (nmost YANG tools do not attenpt to parse these
expressions), other tools that really understand the XPATH in the
expressions refused to conpile them

The changes needed to fix these expressions were small and | ocal

2. The second issue relates to how Access Control List (ACL) rules
were sorted. |In [RFC8049] the English | anguage text and the text
in the YANG definition contradicted each other. Furthernore, the
nmodel used classic ACL rul e nunbering notation for something that
was semantically very different (ordered-by user) in the YANG
thus creating the potential for nisunderstanding.

3. Further to point 2, the ACL nodeling in [ RFC8049] was
i nconpatible with work going on in other | ETF docunments such as
[ ACL- YANG .
1.4.2. Inpact Assessnent
When changi ng the content of a YANG nodul e, care nust be taken to

ensure that there are no interoperability issues caused by a failure
to enabl e backward conpatibility.
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\N'Ii

Section 11 of [RFC7950] clearly describes the circunstances under
which it is not acceptable to nmaintain a nodul e nane.

...changes to published nodules are not allowed if they have any
potential to cause interoperability problenms between a client
using an original specification and a server using an updated
speci fication.

The nmodul e defined in this docunent is not backward conpatible with

that defined in [ RFC8049], but it is inmportant to understand that

there is no possibility of an interoperability issue between the

nodul e defined in this docunent and that presented in [ RFC8049]

because that nodul e could not be inplenented for the reasons

described in Section 1.4.1. Thus, noting the rules set out in

[ RFC7950], it was decided to retain the nodule nanme in this document.

Acronyns

AAA:; Aut hentication, Authorization, and Accounti ng.

ACL: Access Control List.

ADSL: Asynmetric DSL.

AH: Aut henti cati on Header.

AS: Aut ononpbus System

ASBR: Aut ononmous Syst em Border Router.

ASM Any- Source Milticast.

BAS: Broadband Access Switch.

BFD: Bidirectional Forwarding Detection.

BGP: Border Gateway Protocol.

BSR Bootstrap Router.

CE: Custoner Edge.

CLI: Conmand Line Interface.

CsC:. Carriers’ Carriers.

CSP: Cl oud Service Provider.
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DHCP: Dynami ¢ Host Configuration Protocol.

DSLAM Digital Subscriber Line Access Miltiplexer.

ESP: Encapsul ating Security Payl oad.
GRE: Generic Routing Encapsul ation.

| GW: Internet G oup Managenment Protocol.
LAN: Local Area Network.

M.D: Multicast Listener Discovery.

MIU: Maxi mum Transni ssion Unit.

NAT: Network Address Translation.
NETCONF: Networ k Configuration Protocol.
NNI: Network-to-Network Interface.

CAM  Operations, Adm nistration, and Mi ntenance.
OSPF: Open Shortest Path First.

OSS: Operations Support System

PE: Provi der Edge.

PIM Protocol |ndependent Milticast.
POP: Poi nt of Presence.

QS: Qality of Service.

RD: Route Distinguisher.

RI P: Routing Information Protocol.

RP: Rendezvous Poi nt.

RT: Route Target.

SFTP: Secure FTP.

SLA: Service Level Agreenent.
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SLAAC. Statel ess Address Autoconfiguration

SP: Service Provider.

SPT: Shortest Path Tree.

SSM  Source-Specific Milticast.

VM Virtual Machi ne.

VPN: Virtual Private Network.

VRF: VPN Routing and Forwardi ng.

VRRP: Virtual Router Redundancy Protocol
Definitions

Custoner Edge (CE) Device: A CE is equipnent dedicated to a
particular custoner; it is directly connected (at Layer 3) to one or
nore PE devices via attachnment circuits. A CE is usually located at
the custonmer prem ses and is usually dedicated to a single VPN,

al though it may support multiple VPNs if each one has separate
attachnent circuits.

Provi der Edge (PE) Device: A PE is equi pmrent nmanaged by the SP; it
can support nultiple VPNs for different customers and is directly
connected (at Layer 3) to one or nore CE devices via attachnent
circuits. A PEis usually located at an SP point of presence (POP)
and i s nmanaged by the SP

PE- Based VPNs: The PE devices know that certain traffic is VPN
traffic. They forward the traffic (through tunnels) based on the
destination |IP address of the packet and, optionally, based on other
information in the | P header of the packet. The PE devices are

t hensel ves the tunnel endpoints. The tunnels nmay nake use of various
encapsul ations to send traffic over the SP network (such as, but not
restricted to, GRE, IP-in-IP, IPsec, or MPLS tunnels).

Layer 3 I P VPN Service Mbodel

A Layer 3 I P VPN service is a collection of sites that are authorized
to exchange traffic between each other over a shared IP
infrastructure. This Layer 3 VPN service nodel ains at providing a
common under st andi ng of how the corresponding IP VPN service is to be
depl oyed over the shared infrastructure. This service nodel is
limted to BGP PE-based VPNs as described in [ RFC4026], [RFC4110],
and [ RFC4364] .

et al. St andards Track [ Page 10]



RFC 8299 YANG Dat a Model for L3VPN Service Delivery January 2018

5. Service Data Mdel Usage

| 3vpn-svc
Model
S + +--- - - +
| O chestration | < --- > | 0SS |
o e a oo + +-- o - +
[ TS +
| Config manager | |
S +
| NETCONF/ CLI
o +
Net wor k
+++++++
+ AAA +
+++++++
++++++++ Bear er ++++++++ ++++++++ ++++++++
+ CEA+ ----------- + PE A + + PEB+ ---- + CEB +
++++++++ Connecti on ++++++++ ++++++++ ++++++++
Site A Site B

The idea of the L3 IP VPN service nodel is to propose an abstracted
i nterface between custoners and network operators to nanage
configuration of conponents of an L3VPN service. The nodel is

i ntended to be used in a node where the network operator’s systemis
the server and the custonmer’s systemis the client. A typica
scenario would be to use this nbodel as an input for an orchestration
| ayer that will be responsible for translating it to an orchestrated
configuration of network elements that will be part of the service.
The network el enents can be routers but can also be servers (like
AAA); the network’s configuration is not linted to these exanpl es.
The configuration of network el enents can be done via the CLI
NETCONF/ RESTCONF [ RFC6241] [ RFC8040] coupled wi th YANG data nodel s of
a specific configuration (BG, VRF, BFD, etc.), or sone other

techni que, as preferred by the operator

The usage of this service nodel is not linmted to this exanple; it

can be used by any conponent of the managenment system but not
directly by network el ements.
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6.

Desi gn of the Data Model

The YANG nodule is divided into two nmain containers: "vpn-services"
and "sites".

The "vpn-service" list under the vpn-services container defines
gl obal paraneters for the VPN service for a specific custoner.

A "site" is conposed of at |east one "site-network-access" and, in
the case of multihonmi ng, may have nultiple site-network-access
points. The site-network-access attachnment is done through a
"bearer"” with an "ip-connection"” on top. The bearer refers to
properties of the attachnent that are bel ow Layer 3, while the
connection refers to properties oriented to the Layer 3 protocol

The bearer nmay be allocated dynanically by the SP, and the custoner
may provi de some constraints or paraneters to drive the placenent of
t he access.

Aut hori zation of traffic exchange is done through what we call a VPN
policy or VPN service topol ogy defining routing exchange rules
bet ween sites.

The figure bel ow describes the overall structure of the YANG nodul e:

nmodul e: ietf-I3vpn-svc

+--rw | 3vpn-svc
+--rw vpn-profiles
| +--rwvalid-provider-identifiers
+--rw cloud-identifier* [id] {cloud-access}?

|

| | +-rwid string

| +--rw encryption-profile-identifier* [id]

| | +-rwid string

| +--rw qos-profile-identifier* [id]

| | +--rwid string

| +--rw bfd-profile-identifier* [id]

| +-rwid string

--rw vpn-services

+--rw vpn-service* [vpn-id]

+--rw vpn-id sve-id
+--rw cust oner - nane? string

+--rw cl oud- accesses {cl oud-access}?

| +--rw cloud-access* [cloud-identifier]

| +--rw cloud-identifier | eaf r ef

| +--rw (list-flavor)?

| | +--:(pernit-any)

| | | +--rwpermt-any? enpty
|

+

|

|

| +--rw vpn-servi ce-topol ogy? identityref
|

|

|

|

|

|

| | +--:(deny-any-except)
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| | +--rwpernmt-site*
| -> /1 3vpn-svc/sites/sitel/site-id
| +--:(permit-any-except)
| +--rw deny-site*
| -> /1 3vpn-svc/sites/sitel/site-id
+--rw address-transl ation
+--rw nat 44
+--rw enabl ed? bool ean
+--rw nat 44- cust omer - addr ess?
i net:ipv4-address
+--rw nulticast {nulticast}?

+--rw enabl ed? bool ean
+--rw custoner-tree-fl avors

| +--rwtree-flavor* i dentityref
+--rwrp

+--TW I p- gr oup- nappi ngs
| +--rw rp-group-nmappi ng* [id]

+-rwid ui nt 16

+--rw provi der - managed

| +--rw enabl ed? bool ean
| +--rw rp-redundancy? bool ean
| +--rwoptinmal-traffic-delivery? bool ean
+--rw rp-address i net:ip-address

+--rw groups
+--rw group* [id]

I
I
I
I
I
I
I I

I I

I I

I I

I I

I I

I I

I I

I I

I I

| | +--:(singl eaddr ess)
I I

I I

I I

I I

I I

I I

I I

| +

I

I

I

+--rwid ui nt 16
+--rw (group-format)
| +--rw group-address?
| i net:ip-address
+--:(startend)
+--rw group-start?
| i net:ip-address
+--rw group-end?
i net:ip-address
--rw rp-di scovery
+--rw rp-di scovery-type? i dentityref
+--rw bsr-candi dat es
+--rw bsr-candi dat e- addr ess* i net:ip-address
+--rw carrierscarrier? bool ean {carrierscarrier}?

+--rw extranet-vpns {extranet-vpn}?
+--rw extranet-vpn* [vpn-id]
+--rw vpn-id svc-id
+--rw |l ocal -sites-rol e? i dentityref

+--rwsites
+--rwsite* [site-id]
+--rwsite-id sve-id
+--rw requested-site-start? yang: dat e-and-ti ne
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+--rw request ed-site-stop? yang: dat e-and-ti ne
+--rw | ocations
| +--rwlocation* [location-id]

+--rw | ocation-id sve-id
+--rw address? string
+--rw post al - code? string
+--rw state? string
+--rwcity? string

|

|

|

|

|

| +--rw country-code? string
+--rw devices

| +--rw device* [device-id]

| +--rw device-id svec-id
| +--rw | ocation

| | -> ../../..llocations/location/location-id
| +--rw managenent

| +--rw address-famly? address-famly

| +--rw address i net:ip-address

+-rw site-diversity {site-diversity}?

| +--rw groups

| +--rw group* [group-id]

|

+--rw group-id string
+- -rw nanagenent
| +--rwtype identityref

+--rw vpn-policies
| +--rw vpn-policy* [vpn-policy-id]

+--rw vpn-policy-id sve-id
+--rwentries* [id]
+-rwid svec-id

+-rwfilters
| +-rwfilter* [type]

|

|

|

I

| | +-rw type i dentityref

| | +--rw | an-t ag* string

| | | {lan-tag}?

| | +--rw ipv4-1lan-prefix* i net:ipva-prefix
| | | {ipva}?

| | +--rw i pv6-1an-prefix* i net:ipv6-prefix
| | {ipve}?

| +--rw vpn* [vpn-id]

| +--rw vpn-id | eaf r ef

| +--rw site-rol e? i dentityref

+--rw site-vpn-flavor? identityref

+--rw maxi numrout es

| +--rw address-fam |y* [af]

| +--rw af address-fanily
| +--rw maxi numrout es? ui nt 32

+--rw security

| +--rw authentication

| +--rwencryption {encryption}?
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| +--rw enabl ed? bool ean

| +--rw | ayer? enunerati on
| +--rw encryption-profile

| +--rw (profile)?

| +--:(provider-profile)

| | +--rw profile-nane? | eaf r ef
|
|
|
|
|

+--:(custoner-profile)
+--rw al gorithnf string
+--rw (key-type)?
+--: (psk)

+--rw preshared- key? string
+--rw service
+--rw qos {qos}?
+--rw qos-cl assification-policy
| +-rwrule* [id]
+-rwid string
+--rw (match-type)?
+--:(match-fl ow)
| +--rw nmatch-fl ow
| +--rw dscp? i net:dscp
| +--rw dot 1p? ui nt 8
| +--rw ipv4-src-prefix?
| | inet:ipva-prefix
| +--rw ipv6-src-prefix?
| | i net:ipv6-prefix
| +--rw i pv4-dst-prefix?
| | i net:ipva-prefix
| +--rw ipv6-dst-prefix?
| | inet:ipv6-prefix
| +--rw | 4-src-port?
| | i net: port-nunber
| +--rw target-sites* sve-id
| | {target-sites}?
| +--rw | 4-src-port-range
| | +--rw lower-port? inet:port-nunber
| | +--rw upper-port? inet:port-nunber
| +--rw | 4-dst-port?
| | i net: port-nunber
| +--rw | 4-dst-port-range
| | +--rw lower-port? inet:port-nunber
| | +--rw upper-port? inet:port-nunber
|

+--rw protocol -field? uni on
+--: (mat ch-application)
+--rw mat ch-applicati on? i dentityref
+--rw target-class-id? string

+--rw qos-profile
+--rw (qos-profile)?
+--: (standard)
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| +--rw profile? | eaf r ef
+--:(custon
+--rw cl asses {qos-custon}?
+--rw class* [class-id]
+--rw class-id string
+--rw direction? i dentityref
+--rwrate-limt? deci mal 64
+--rw | at ency
| +--rw (flavor)?
| +--: (1 owest)
| | +--rw use-lowest-I|atency?
| | enpty
| +--: (boundary)
| +--rw | atency- boundary?
| ui nt 16
+-rwijitter
| +--rw (flavor)?
| +--: (1 owest)
| | +--rw use-lowest-jitter?
| | enpty
| +--: (boundary)
| +--rw | at ency- boundary?
| ui nt 32
+--rw bandwi dt h
+--rw guar ant eed- bw per cent
| deci nal 64
+--rw end-t o-end? enpty
+--rw carrierscarrier {carrierscarrier}?
| +--rwsignalling-type? enuner ation
+-rw nulticast {nulticast}?
+--rw nulticast-site-type? enurer ation
+--rw nul ticast-address-fanily
|  +--rwipv4d? bool ean {ipv4}?
| +--rwipv6? bool ean {i pv6}?
+--rw protocol -type? enuner ati on

+-rwtraffic-protection {fast-reroute}?

+--rw enabl ed? bool ean

+--rw routing-protocols

+--rw routing-protocol * [type]
+--rw type i dentityref
+--rw ospf {rtg-ospf}?
| +--rw address-fanily* address-fanmily
| +--rw area-address yang: dot t ed- quad
| +--rwnetric? ui nt 16
| +--rw shamlinks {rtg-ospf-shamlink}?
| +--rw sham|ink* [target-site]
| +--rw target-site sve-id
| +--rw netric? ui nt 16
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+--rw bgp {rtg-bgp}?
| +--rw aut ononous-system ui nt 32
| +--rw address-fam|ly* address-fanmily
+--rw static
| +--rw cascaded-| an-prefixes
+--rw ipvé4-lan-prefixes* [lan next-hop]

|

| | {ipva}?

| | +-rwlan i net:ipva-prefix

| | +--rwlan-tag? string

| | +--rw next-hop i net:ipv4-address
| +--rw i pv6-1lan-prefixes* [|lan next-hop]
| {ipv6}?

| +-rw | an i net:ipv6-prefix

| +--rw | an-tag? string

| +--rw next-hop i net:ipv6-address

+-rwrip {rtg-rip}?
| +--rw address-fam|ly* address-famly
+-rwvrrp {rtg-vrrp}?
+--rw address-fam | y* address-fanily
+--ro actual -site-start? yang: dat e-and-ti ne
+--ro actual -site-stop? yang: dat e-and-ti ne
+--rw site-network-accesses
+--rw site-network-access* [site-network-access-id]
+--rw site-network-access-id svec-id
+--rw site-network-access-type? i dentityref
+--rw (location-flavor)
| +--:(location)
| | +--rwlocation-reference? | eaf r ef
| +--:(device)
| +--rw devi ce-reference?
| -> ../../../devices/devicel/device-id
+--rw access-diversity {site-diversity}?
| +--rw groups
| | +--rw group* [group-id]
| +--rw group-id string
| +--rwconstraints
|
|
|
|
|
|
|
|
|
|
|

+--rw constraint* [constraint-type]
+--rw constraint-type i dentityref
+--rw target
+--rw (target-flavor)?

+--:(id)
| +--rw group* [group-id]
| +--rw group-id string

+--:(all-accesses)
| +--rw all-other-accesses? enpty
+--:(all-groups)
+--rw al | - ot her-groups? enpty
+--rw bearer
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+--rw request ed-type {requested-type}?
| +--rwrequested-type? string
| +--rwstrict? bool ean
+--rw al ways-on? bool ean {al ways-on}?
+--rw bearer-reference? string
{bearer-reference}?
--rw ip-connection
+-rwipvd {ipvd}?
+--rw address-al l ocation-type? i dentityref
+--rw provider-dhcp
+--rw provider-address?
| i net:ipv4-address

+--rw prefix-1ength? uint8
+--rw (address-assign)?

+--: (nunber)

| +--rw nunber - of -dynam c- addr ess?

| ui nt 16

+--:(explicit)
+--rw cust oner - addr esses
+--rw address-group* [group-id]
+--rw group-id string
+--rw start-address?
| i net:ipv4-address
+--rw end- addr ess?
i net:ipv4-address

+-- "+

--rw dhcp-rel ay
+--rw provider-address?
| i net:ipv4-address
+--rw prefix-1ength? uint8
+--rw cust oner-dhcp-servers
+--rw server-ip-address*
i net:ipv4-address
--rw addresses
+--rw provider-address? i net:ipv4-address
+--rw cust oner - addr ess? i net:ipv4-address
+--rw prefix-1ength? uint8
+--rwipvé {ipv6}?
+--rw address-al |l ocation-type? i dentityref

+--rw provider-dhcp
| +--rw provider-address?
| i net:ipv6-address

+--rw prefix-1ength? uint8
+--rw (address-assign)?

+--: (nunber)

| uint16

+--:(explicit)
+--rw cust oner - addr esses

—_—_———_——————_——————————————————————— — —_——

|
|
|
|
| | +--rw nunber - of -dynam c- addr ess?
|
|
|
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+--rw address-group* [group-id]
+--rw group-id string
+--rw start-address?

| i net:ipv6-address
+--rw end- addr ess?

i net:ipv6-address

+--rw provider-address?
| i net:ipv6-address
+--rw prefix-1ength? uint8
+--rw cust oner - dhcp-servers
+--rw server-ip-address*
i net:ipv6-address
+--rw addresses

||

||

||

||

||

|

| +--rw dhcp-rel ay
||

||

||

||

|

||

|
|
|
|

+--rw provider-address? i net:ipv6-address
+--rw cust oner - addr ess? i net:ipv6-address
+--rw prefix-1ength? uint8

+--rw oam
+--rw bfd {bfd}?

+--rw enabl ed? bool ean
+--rw (hol dtine)?
+--:(fixed)
| +--rw fixed-val ue? ui nt 32
+--:(profile)
+--rw profil e-nanme? | eaf r ef

+--rw security

| +--rw authentication

| +--rw encryption {encryption}?

| +--rw enabl ed? bool ean

| +--rw | ayer? enuneration
| +--rw encryption-profile

| +--rw (profile)?

| +--:(provider-profile)
|
|
|
|
|
|

| +--rw profil e-name? | eaf r ef
+--:(customer-profile)
+--rw al gorithn? string
+-rw (key-type)?
+--: (psk)

+--rw preshared- key? string
+--rw service

+--rw svc-i nput - bandw dt h ui nt 64
+--rw svc-out put - bandwi dt h ui nt 64
+--rw svc-ntu ui nt 16

|
|
|
| +--rw qgos {qgos}?

| | +--rw qgos-classification-policy

| | | +-rwrule* [id]

I +-rwid string
|| | +--rw (match-type)?
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[ | +--:(match-flow)

[ | | | +--rw match-flow

[ | || +--rw dscp?

I . [ | i net:dscp

I || +--rw dot 1p?

[ | +--rw i pv4-src-prefix?

[ || | i net:ipv4-prefix

[ | | +--rw i pv6-src-prefix?

[ | | | i net:ipv6-prefix

[ | | ] +--rw i pv4-dst-prefix?

[ || | i net:ipv4-prefix

[ | +--rw i pv6-dst-prefix?

[ || | i net:ipv6-prefix

[ | +--rw | 4-src-port?

- | | i net: port-nunber

|1 | +--rw target-sites* svec-id

[ | | {target-sites}?

[ | +--rw | 4-src-port-range

[ || | +--rw lower-port?

- | | i net: port-nunber

[ | || | +--rw upper-port?

[ || | i net : port - number

[ | ] +--rw | 4-dst-port?

[ || | i net: port - nunber

I | +--rw | 4-dst - port-range

I | | +--rwlower-port?

- | | i net: port-nunber

[ || | +--rw upper-port?

[ || | i net : port - nurber

[ | | ] +--rw protocol -field?

|1 | | +--:(match-application)

[ | | +--rw mat ch- appl i cation?

[ | i dentityref

[ +--rw target-class-id? string

| | +--rwaqos-profile

| +--rw (gos-profile)?

| +--: (st andard)

| | +--rwoprofile? leafref

| +--: (custom

|| +--rw cl asses {qos-custon}?

| +--rw class* [class-id]

|| +--rw class-id string

| +--rw direction? i dentityref

| +--rwrate-linmt? deciml 64

|| +--rw | at ency

| | +-rw (flavor)?

| | +--: (1 owest)

| | | +-rw use-lowest-|atency?
Wi, et al. St andards Track
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| enpty
+--: (boundary)
+-rw | at ency- boundary?

|

|

|

| uint16
+-rwijitter

| +-rw(flavor)?

| +--: (1 owest)

| | +--rwuse-lowest-jitter?
| | enpty

| +--: (boundary)

| +--rw | atency- boundary?
| ui nt 32

+--rw bandwi dt h

+- -rw guar ant eed- bw per cent
| deci nal 64
+--rw end-to-end?

enpty

+--rw carrierscarrier {carrierscarrier}?

+--rw signalling-type? enurer ation

+-rw nulticast {nulticast}?

+--rw nulticast-site-type? enumer ati on
+--rw nul ticast-address-fanily
|  +--rwipv4d? bool ean {ipv4}?
| +--rwipv6? bool ean {i pv6}?
+--rw protocol -type? enurer ation
routing-protocols
rw routing-protocol* [type]
+--rw type i dentityref
+--rw ospf {rtg-ospf}?
+--rw address-fam | y* address-fanmly
+--rw ar ea- addr ess yang: dot t ed- quad
+--rw netric? ui nt 16
+--rw sham|links {rtg-ospf-shamlink}?
+--rw sham|ink* [target-site]

+--rw target-site sve-id
+--rw netric? ui nt 16
-rw bgp {rtg-bgp}?
+--rw aut ononous-system ui nt 32
address-fanily
-rw static

+--rw cascaded- | an- prefi xes
+--rw ipv4-1lan-prefixes*
| [lan next-hop] {ipv4d}?

| +-rwlan i net:ipva-prefix
| +--rwlan-tag? string
| +--rw next-hop i net:ipv4-address

+--rw i pv6-1an-prefixes*

|

|

|

|

|

|

|

+-

|

| +--rw address-fam|ly*
+-

|

|

|

|

|

I

| [lan next-hop] {ipv6}?
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| +-rw | an i net:ipv6-prefix
| +--rw | an-tag? string
| +--rw next-hop i net:ipv6-address

| +--rw address-fam|ly* address-famly
+-rwvrrp {rtg-vrrp}?
+--rw address-fam|y* address-fanily
+--rw availability
| +--rw access-priority? ui nt 32
+--rw vpn-attachnment
+--rw (attachment-flavor)
+--:(vpn-policy-id)

I
|
| +-rwrip {rtg-rip}?
I
I
I

| +--rw vpn-policy-id? | eaf r ef
+--:(vpn-id)
+--rw vpn-id? | eaf r ef
+--rw site-rol e? i dentityref

6.1. Features and Augnentation

The nodel defined in this docunment inplenents nmany features that
allow i npl enentations to be nodular. As an exanple, an

i mpl enent ati on nmay support only I Pv4d VPNs (I Pv4 feature), |1Pv6 VPNs
(IPv6 feature), or both (by advertising both features). The routing
protocol s proposed to the custoner may al so be enabl ed t hrough
features. This nodel also defines sone features for options that are
nore advanced, such as support for extranet VPNs (Section 6.2.4),
site diversity (Section 6.6), and QoS (Section 6.12.3).

In addition, as for any YANG data nodel, this service nodel can be
augnmented to i nplenent new behaviors or specific features. For
exanpl e, this nodel uses different options for |IP address
assignnents; if those options do not fulfill all requirenents, new
options can be added through augnentation

6.2. VPN Service Overvi ew

A vpn-service list itemcontains generic infornmation about the VPN
service. The "vpn-id" provided in the vpn-service list refers to an
internal reference for this VPN service, while the custonmer nane
refers to a nore-explicit reference to the customer. This identifier
is purely internal to the organization responsible for the VPN

servi ce.
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6. 2.

6.2

\N'Ii

1. VPN Service Topol ogy

The type of VPN service topology is required for configuration. CQur
proposed nodel supports any-to-any, Hub and Spoke (where Hubs can
exchange traffic), and "Hub and Spoke disjoint" (where Hubs cannot
exchange traffic). New topologies could be added via augnentation
By default, the any-to-any VPN service topol ogy is used.

.1.1. Route Target Allocation

A Layer 3 PE-based VPN is built using route targets (RTs) as
described in [RFC4364]. The nmanagenent systemis expected to
autonmatically allocate a set of RTs upon receiving a VPN service
creation request. How the nmanagenent system allocates RTs is out of
scope for this document, but multiple ways coul d be envi saged, as
descri bed bel ow

Managenent system

e N Ss >
Request RT
e + Topo a2a R +
RESTCONF | | ----- >
User ------------- | Service Orchestration | | Network
| 3vpn-svc | | <----- | (OS]
Model R L + Response +---------- +
RT1, RT2

In the exanpl e above, a service orchestration, owning the
instantiation of this service nodel, requests RTs to the network OGSS.
Based on the requested VPN service topol ogy, the network OSS replies
with one or nmultiple RTs. The interface between this service
orchestration and the network OSS is out of scope for this docunent.

| 3vpn-svc

Model |
| RT pool: 10:1->10:10000
| RT pool: 20:50->20:5000

In the exanpl e above, a service orchestration, owning the
instantiation of this service nodel, owns one or nore pools of RTs
(specified by the SP) that can be allocated. Based on the requested
VPN service topology, it will allocate one or multiple RTs fromthe
pool
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The mechani snme shown above are just exanples and should not be
consi dered an exhaustive list of solutions.

6.2.1.2. Any-to-Any

Any-to- Any VPN Service Topol ogy

In the any-to-any VPN service topology, all VPN sites can conmuni cate
with each other without any restrictions. The nanagenent systemthat
recei ves an any-to-any | P VPN service request through this nodel is
expected to assign and then configure the VRF and RTs on the
appropriate PEs. In the any-to-any case, a single RT is generally
required, and every VRF inports and exports this RT

6.2.1.3. Hub and Spoke

\N'Ii

o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| Hub Sitel ------ PE1 PE2 ------ Spoke_Sitel

| . +
| |

| T Y +
| Hub_Site2 ------ PE3 PE4 ------ Spoke_Site2

o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +

Hub- and- Spoke VPN Servi ce Topol ogy

I n the Hub-and- Spoke VPN service topology, all Spoke sites can
communi cate only with Hub sites but not with each other, and Hubs can
al so communi cate with each other. The nmanagenent systemthat owns an
any-to-any | P VPN service request through this nodel is expected to
assign and then configure the VRF and RTs on the appropriate PEs. In
t he Hub- and- Spoke case, two RTs are generally required (one RT for
Hub routes and one RT for Spoke routes). A Hub VRF that connects Hub
sites will export Hub routes with the Hub RT and will inport Spoke
routes through the Spoke RT. It will also inport the Hub RT to all ow
Hub-t o- Hub conmuni cation. A Spoke VRF that connects Spoke sites will
export Spoke routes with the Spoke RT and will inport Hub routes

t hrough the Hub RT.
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The managenent system MJST take into account constraints on Hub-and-
Spoke connections. For exanple, if a nanagenment system decides to
mesh a Spoke site and a Hub site on the sane PE, it needs to mesh
connections in different VRFs, as shown in the figure bel ow

Hub_Site ------- (VRF_Hub) PE1
( VRF_Spoke)
I
Spoke_Sitel ------------------- +
|
Spoke_Site2 ----------------------- +

6.2.1.4. Hub and Spoke Di sjoint

B +

| Hub_Sitel ------ PE1 PE2 ------ Spoke_Sitel |

oo e e e oo oo - S +
|

o e e e e e e e T +

| Hub_Site2 ------ PE3 PE4 ------ Spoke_Site2 |

B +

Hub and Spoke Disjoint VPN Service Topol ogy

In the Hub and Spoke disjoint VPN service topology, all Spoke sites
can communi cate only with Hub sites but not with each other, and Hubs
cannot conmuni cate with each other. The managenent systemthat owns
an any-to-any | P VPN service request through this nodel is expected
to assign and then configure the VRF and RTs on the appropriate PEs.
In the Hub-and- Spoke case, two RTs are required (one RT for Hub
routes and one RT for Spoke routes). A Hub VRF that connects Hub

sites will export Hub routes with the Hub RT and will inport Spoke
routes through the Spoke RT. A Spoke VRF that connects Spoke sites
wi || export Spoke routes with the Spoke RT and will inport Hub routes

t hrough the Hub RT.

The managenent system MJUST take into account constraints on Hub-and-
Spoke connections, as in the previous case.

Hub and Spoke disjoint can al so be seen as nultiple Hub-and- Spoke
VPNs (one per Hub) that share a comobn set of Spoke sites.
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6.2.2. Coud Access

The proposed nodel provides cloud access configuration via the

"cl oud- accesses" container. The usage of cloud-access is targeted
for the public cloud. An Internet access can al so be considered a
public cloud access service. The cloud-accesses container provides
paraneters for network address translation and authorization rul es.

A private cloud access may be addressed through NNI's, as described in
Section 6.15.

A cloud identifier is used to reference the target service. This
identifier is local to each adm nistration

The nmodel allows for source address translation before accessing the
cloud. [|Pv4-to-1Pv4 address translation (NAT44) is the only
supported option, but other options can be added through
augrmentation. |If | P source address translation is required to access
the cloud, the "enabl ed" |eaf MJST be set to true in the "nat44"
container. An |IP address nmay be provided in the "custoner-address"
leaf if the custoner is providing the |IP address to be used for the
cloud access. |If the SP is providing this address, "custoner-
address" is not necessary, as it can be picked froma pool of SPs.

By default, all sites in the IP VPN MIST be authorized to access the
cloud. If restrictions are required, a user MAY configure the
"permit-site" or "deny-site" leaf-list. The permt-site leaf-Ilist
defines the list of sites authorized for cloud access. The deny-site
leaf-list defines the list of sites denied for cloud access. The
nodel supports both "deny-any-except" and "permt-any-except"”

aut hori zati on.

How the restrictions will be configured on network elenents is out of
scope for this docunent.
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| P VPN

e o S o
+ Site 3 +--- 4+ Coud 1 +
+ Site 1 + o S o
+ +

+ Site 2 + oo bt
+ + + Internet +
+ Site 4 + e+ttt

e a2 S B S B
+H+++HHE+

+ Cloud 2 +
+++++++H++++

In the exanpl e above, we configure the global VPN to access the
Internet by creating a cloud-access pointing to the cloud identifier
for the Internet service. No authorized sites will be configured, as
all sites are required to access the Internet. The "address-

transl ati on/ nat 44/ enabl ed" leaf will be set to true.

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:paramnms: xm:ns:yang:ietf-1|3vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>123456487</ vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-identifier>I NTERNET</ cl oud-i dentifier>
<addr ess-transl ati on>
<nat 44>
<enabl ed>t r ue</ enabl ed>
</ nat 44>
</ address-transl ati on>
</ cl oud- access>
</ cl oud- accesses>
</ vpn-servi ce>
</ vpn-servi ces>
</l 3vpn-svc>
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If Site 1 and Site 2 require access to Coud 1, a new cl oud-access
pointing to the cloud identifier of Cloud 1 will be created. The
permit-site leaf-list will be filled with a reference to Site 1 and
Site 2.

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-|3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>123456487</ vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-identifier>C oudl</cloud-identifier>
<pernit-site>sitel</permt-site>
<pernit-site>site2</permt-site>
</ cl oud- access>
</ cl oud- accesses>
</ vpn-servi ce>
</ vpn-servi ces>
</l 3vpn-svc>

If all sites except Site 1 require access to Cloud 2, a new cl oud-
access pointing to the cloud identifier of Cloud 2 will be created.
The deny-site leaf-list will be filled with a reference to Site 1.

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:params: xm : ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>123456487</ vpn-i d>
<cl oud- accesses>
<cl oud- access>
<cl oud-identifier>C oud2</cloud-identifier>
<deny-site>sitel</deny-site>
</ cl oud- access>
</ cl oud- accesses>
</ vpn-servi ce>
</ vpn-services>
</l 3vpn-svc>

A service with nore than one cloud access is functionally identica
to nultiple services each with a single cloud access, where the sites
that belong to each service in the latter case correspond with the
aut hori zed sites for each cloud access in the former case. However,
defining a single service with nultiple cloud accesses may be
operationally sinpler.
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6. 2.
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3. Milticast Service
Multicast in IP VPNs is described in [ RFC6513].

If multicast support is required for an IP VPN, sone gl obal nulticast
paraneters are required as input for the service request.

Users of this nodel will need to provide the flavors of trees that
will be used by custoners within the IP VPN (customer tree). The
proposed nodel supports bidirectional, shared, and source-based trees
(and can be augnented). Miltiple flavors of trees can be supported
si mul t aneousl y.

Operat or network

/ \
| |
(SSM tree) |
Recv (1GWv3) -- Site2 ------- PE2 |
| PEL --- Sitel --- Sourcel
| | \
| | -- Source2
| |
(ASM tree) |
Recv (1GWv2) -- Site3 ------- PE3
I
(SSM tree) |
Recv (I GWv3) -- Sited ------- PE4 |
|/ |
Recv (1 GWv2) -- Site5 -------- |
(ASM tree) |
| |
\ /

When an ASM fl avor is requested, this nodel requires that the
and "rp-discovery" paraneters be filled. Miltiple RP-to-group
mappi ngs can be created using the "rp-group-mappi ngs" container. For
each mapping, the SP can nanage the RP service by setting the

"provi der - managed/ enabl ed" leaf to true. In the case of a provider-
managed RP, the user can request RP redundancy and/or optimal traffic
delivery. Those paraneters will help the SP select the appropriate
technol ogy or architecture to fulfill the custoner service
requirenent: for instance, in the case of a request for optinal
traffic delivery, an SP nay use Anycast-RP or RP-tree-to-SPT
swi t chover architectures

rp
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In the case of a custoner-nanaged RP, the RP address nust be filled
in the RP-to-group mappings using the "rp-address" leaf. This |eaf
is not needed for a provider-mnaged RP

Users can define a specific mechanismfor RP discovery, such as the
"auto-rp", "static-rp", or "bsr-rp" nodes. By default, the nodel
uses "static-rp" if ASMis requested. A single rp-discovery
mechanismis allowed for the VPN. The "rp-discovery" container can
be used for both provider-nmanaged and custoner-managed RPs. In the
case of a provider-managed RP, if the user wants to use "bsr-rp" as a
di scovery protocol, an SP shoul d consi der the provider-managed
"rp-group-mappi ngs" for the "bsr-rp" configuration. The SP will then
configure its selected RPs to be "bsr-rp-candidates". |n the case of
a custoner-managed RP and a "bsr-rp" discovery nmechanism the
"rp-address" provided will be the bsr-rp candi date.

6. 2. 4. Ext ranet VPNs

\N'Ii

There are sone cases where a particular VPN needs access to resources
(servers, hosts, etc.) that are external. Those resources may be
| ocated i n another VPN

S + S +
/ \ / \
Site A -- | VPN A | --- VPN B | --- Site B
\ / \ / (Shared
R + R + resour ces)

In the figure above, VPN B has sonme resources on Site B that need to
be available to sone custoners/partners. VPN A nust be able to
access those VPN B resources.

Such a VPN connection scenario can be achieved via a VPN policy as
defined in Section 6.5.2.2. But there are sone sinple cases where a
particular VPN (VPN A) needs access to all resources in another VPN
(VPN B). The nodel provides an easy way to set up this connection
usi ng the "extranet-vpns" container

The extranet-vpns container defines a list of VPNs a particular VPN
wants to access. The extranet-vpns contai ner nust be used on
custoner VPNs accessing extranet resources in another VPN. |n the
figure above, in order to provide VPN A with access to VPN B, the
extranet-vpns contai ner needs to be configured under VPN A with an
entry corresponding to VPN B. There is no service configuration
requi renent on VPN B.
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Readers should note that even if there is no configuration
requi renent on VPN B, if VPN Alists VPN B as an extranet, all sites
in VPN B wll gain access to all sites in VPN A

The "site-role" |eaf defines the role of the local VPN sites in the
target extranet VPN service topology. Site roles are defined in
Section 6.4. Based on this, the requirenents described in

Section 6.4 regarding the site-role leaf are al so applicable here.

In the exanple below, VPN A accesses VPN B resources through an
extranet connection. A Spoke role is required for VPN A sites, as
sites from VPN A nust not be able to conmunicate with each other

t hrough the extranet VPN connecti on.

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I|3vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>VPNB</ vpn-i d>
<vpn-servi ce-t opol ogy>hub- spoke</ vpn-servi ce-t opol ogy>
</ vpn-service>
<vpn-service>
<vpn-i d>VPNA</ vpn-i d>
<vpn-servi ce-topol ogy>any-t o- any</ vpn- servi ce-t opol ogy>
<extranet-vpns>
<extranet -vpn>
<vpn-i d>VPNB</ vpn-i d>
<l ocal - sites-rol e>spoke-rol e</| ocal -sites-rol e>
</ extranet-vpn>
</ extranet-vpns>
</ vpn-servi ce>
</ vpn-services>
</l 3vpn-svc>

Thi s nodel does not define how the extranet configuration will be
achi eved.

Any VPN interconnection scenario that is nore conplex (e.g., only
certain parts of sites on VPN A accessing only certain parts of sites
on VPN B) needs to be achieved using a VPN attachment as defined in
Section 6.5.2, and especially a VPN policy as defined in

Section 6.5.2.2.
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6. 3.

\N'Ii

Site Overview

A site represents a connection of a custoner office to one or nore
VPN services. Each site is associated with one or nore |ocations.

S +

/ \
------------------ + +----- VPNL |
I I \ /

New York Office |------ (site) ----- + R +

| | N +
------------------ + | / \

- | VPN2
\ /
e +

A site has several characteristics

(o]

Unique identifier (site-id): uniquely identifies the site within
the overall network infrastructure. The identifier is a string
that allows any encoding for the | ocal administration of the VPN
service.

Locations (locations): site location information that allows easy
retrieval of information fromthe nearest avail able resources. A
site may be conposed of multiple locations. Alternatively, two or
nore sites can be associated with the sanme |ocation, by
referencing the sanme | ocation ID

Devi ces (devices): allows the custoner to request one or nore
custoner prenises equipnment entities fromthe SP for a particul ar
site.

Managenment (rmanagenent): defines the type of managenent for the
site -- for exanple, co-managed, custoner-nmanaged, or provider-
managed. See Section 6.10.

Site network accesses (site-network-accesses): defines the |ist of
networ k accesses associated with the sites, and their properties
-- especially bearer, connection, and service paraneters.

site-network-access represents an | P |l ogical connection of a site.
site may have nultiple site-network-accesses.

et al. St andards Track [ Page 32]



RFC 8299 YANG Dat a Model for L3VPN Service Delivery January 2018

6. 3.
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*xxxk* (site-network-access#l) *rFrxx

|
|
| New York Office |
| | ****** (site-network-access#2) **x**x*
|

Miul tiple site-network-accesses are used, for instance, in the case of
mul ti hom ng. Some other neshing cases may also include multiple
si t e- net wor k- accesses.

The site configuration is viewed as a global entity; we assune that
it is nostly the managenent systenis role to split the paraneters
between the different elements within the network. For exanple, in
the case of the site-network-access configuration, the managenent
system needs to split the overall paraneters between the PE
configuration and the CE configuration

1. Devices and Locations

A site may be conposed of multiple locations. Al the |ocations will
need to be configured as part of the "locations"” container and |ist.
A typical exanple of a nmulti-location site is a headquarters office
in acity conposed of multiple buildings. Those buildings my be
located in different parts of the city and nay be linked by intra-
city fibers (custoner netropolitan area network). 1In such a case,
when connecting to a VPN service, the customer may ask for

mul ti hom ng based on its distributed |ocations.

New York Site

T T + Site

| S R [T

| | Manhattan | |****** (site-network-access#l) ****x*x*
R +

| +-----meme - +

| | Brooklyn | |****** (site-network-access#2) *****x*
I +

| |
S +

A custoner nmay al so request sone preni ses equi pnent entities (CEs)
fromthe SP via the "devices" container. Requesting a CEinplies a
provi der - managed or co-nanaged nodel. A particul ar device nust be
ordered to a particular already-configured location. This would help
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6. 3.

6.3

\N'Ii

the SP send the device to the appropriate postal address. 1In a
multi-location site, a custoner nmay, for exanple, request a CE for
each |l ocation on the site where nultihoni ng nust be inplenented. In

the figure above, one device may be requested for the Manhattan
| ocation and one other for the Brooklyn |ocation

By using devices and | ocations, the user can influence the
mul ti hom ng scenario he wants to inplenent: single CE, dual CE, etc.

2. Site Network Accesses

As nentioned earlier, a site may be nultihomed. Each |IP network
access for a site is defined in the "site-network-accesses"

contai ner. The site-network-access paraneter defines howthe site is
connected on the network and is split into three main classes of

par aneters

0 bearer: defines requirenents of the attachnment (bel ow Layer 3).
o0 connection: defines Layer 3 protocol paraneters of the attachnent.

o availability: defines the site’'s availability policy. The
availability paraneters are defined in Section 6.7.

The site-network-access has a specific type (site-network-access-
type). This docunent defines two types

0 point-to-point: describes a point-to-point connection between the
SP and the custoner.

o multipoint: describes a nultipoint connection between the SP and
t he custoner.

The type of site-network-access nay have an inpact on the paraneters
offered to the custoner, e.g., an SP may not offer encryption for
mul ti point accesses. It is up to the provider to deci de what
paraneter is supported for point-to-point and/or nultipoint accesses;
this topic is out of scope for this document. Sone containers
proposed in the nodel may require extensions in order to work
properly for multipoint accesses.

2. 1. Bear er

The bearer container defines the requirenents for the site attachnent
to the provider network that are bel ow Layer 3.

The bearer paraneters will help determi ne the access nedia to be
used. This is further described in Section 6.6.3.
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6.3.2.2. Connection

The "ip-connection" container defines the protocol paraneters of the
attachnment (1Pv4 and | Pv6). Depending on the nanagenent node, it
refers to PE-CE addressing or CE-to-custoner-LAN addressing. In any
case, it describes the responsibility boundary between the provider
and the custoner. For a custoner-nanaged site, it refers to the

PE- CE connection. For a provider-managed site, it refers to the
CE-t 0- LAN connecti on.

6.3.2.2.1. 1P Addressing

\N'Ii

An | P subnet can be configured for either IPv4 or IPv6 Layer 3
protocols. For a dual-stack connection, two subnets will be
provi ded, one for each address fanily

The "address-allocation-type" detern nes how the address all ocation
needs to be done. The current nodel defines five ways to performlIP
address al |l ocati on:

0 provider-dhcp: The provider will provide DHCP service for custoner
equi prent; this is applicable to either the "IPv4" container or
the "I Pv6" contai ner

0 provider-dhcp-relay: The provider will provide DHCP relay service
for customer equipnent; this is applicable to both I Pv4d and | Pv6
addressing. The custoner needs to popul ate the DHCP server i st
to be used.

0 static-address: Addresses will be assigned nanually; this is
applicable to both IPv4 and | Pv6 addressing.

o slaac: This paranmeter enabl es statel ess address autoconfiguration
[ RFC4862]. This is applicable to IPv6 only.

0o provider-dhcp-slaac: The provider will provide DHCP service for
custoner equi pnent, as well as statel ess address
autoconfiguration. This is applicable to I Pv6 only.

In the dynani c addressi ng nechanism the SP is expected to provide at
| east the I P address, prefix length, and default gateway information
In the case of nultiple site-network-access points belonging to the
same VPN, address space allocated for one site-network-access should
not conflict with one allocated for other site-network-accesses.
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6.3.2.2.2. QOAM

A customer may require a specific IP connectivity fault detection
mechani smon the | P connection. The nodel supports BFD as a fault
detection mechanism This can be extended with other nechani sns via
augnmentation. The provider can propose sone profiles to the
custoner, depending on the service |evel the custoner wants to
achieve. Profile names nmust be conmmunicated to the customer. This
communi cation is out of scope for this docunent. Sone fixed val ues
for the holdtinme period nay al so be inposed by the custonmer if the
provi der allows the custoner this function

The "oant contai ner can easily be augnented by ot her nechanisns; in
particul ar, work done by the LI ME Working G oup
(https://datatracker.ietf.org/wg/linme/charter/) may be reused in
appl i cabl e scenari os.

6.3.2.3. Inheritance of Paraneters Defined at Site Level and Site

6. 4.

\N'Ii

Net wor k Access Leve

Some paraneters can be configured at both the site level and the
site-network-access level, e.g., routing, services, security.

I nheritance applies when paraneters are defined at the site |evel
If a paraneter is configured at both the site level and the access
| evel, the access-level paraneter MJST override the site-Ileve
paraneter. Those paraneters will be described later in this
docunent .

In terms of provisioning inpact, it will be up to the inplenentation
to decide on the appropriate behavi or when nodifying existing
configurations. But the SP will need to conmunicate to the user
about the inpact of using inheritance. For exanple, if we consider
that a site has already provisioned three site-network-accesses, what
wi |l happen if a customer changes a service paraneter at the site
level? An inplementation of this nodel may update the service
paraneters of all already-provisioned site-network-accesses (with
potential inpact on live traffic), or it nmay take into account this
new paraneter only for the new sites

Site Role

A VPN has a particular service topology, as described in

Section 6.2.1. As a consequence, each site belonging to a VPN is
assigned with a particular role in this topology. The site-role |eaf
defines the role of the site in a particular VPN topol ogy.

In the any-to-any VPN service topology, all sites MIST have the same
role, which will be "any-to-any-role"
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I n the Hub-and- Spoke VPN service topology or the Hub and Spoke
di sjoint VPN service topology, sites MJST have a Hub role or a Spoke
role.

6.5. Site Belonging to Miultiple VPNs

6.5.1. Site VPN Flavor
A site may be part of one or nultiple VPNs. The "site-vpn-flavor"
defines the way the VPN multiplexing is done. The current version of
t he nodel supports four flavors:
0 site-vpn-flavor-single: The site belongs to only one VPN

o site-vpn-flavor-nmulti: The site belongs to nultiple VPNs, and al
the | ogi cal accesses of the sites belong to the sane set of VPNs.

0 site-vpn-flavor-sub: The site belongs to nultiple VPNs with
mul tiple |ogical accesses. Each |ogical access may nap to
different VPNs (one or many).

0 site-vpn-flavor-nni: The site represents an option A NNI.

6.5.1.1. Single VPN Attachnent: site-vpn-flavor-single

The figure bel ow describes a single VPN attachment. The site
connects to only one VPN

o e e e oo +
o e e e e oo + Site / \
| R T |
| | ***(site-network-access#l)***| VPNL

|  New York Office | | |
| | ***(site-network-access#2)***| |
| | oo | |
T + \ /

oo +
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6.5.1.2. MiltiVPN Attachnent: site-vpn-flavor-multi

The figure bel ow describes a site connected to nmultiple VPNs.

[ S — +

+---/----+ \
R L R T + Site / | \ |
I I R T R | | VPN B
| | ***(site-network-access#l)****x**x | | |
| New York Office | | | | |
| | ***(site-network-access#2)****x*x |\ | /
| [=- - | VPN At+----- [---+
R + \ /

E R +

In the exanpl e above, the New York office is nultihoned. Both
| ogi cal accesses are using the sane VPN attachnent rules, and both
are connected to VPN A and VPN B.

Reaching VPN A or VPN B fromthe New York office will be done via
destination-based routing. Having the sanme destination reachable
fromthe two VPNs may cause routing troubles. The custoner

adm nistration’s role in this case would be to ensure the appropriate
mappi ng of its prefixes in each VPN

6.5.1.3. SubVPN Attachnment: site-vpn-flavor-sub

The figure bel ow describes a subVPN attachnent. The site connects to
mul tiple VPNs, but each |ogical access is attached to a particul ar
set of VPNs. A typical use case for a subVPN is a custoner site used
by multiple affiliates with private resources for each affiliate that
cannot be shared (conmunicati on between the affiliates is prevented).
It is sinmlar to having separate sites, but in the case of a SubVPN
the custonmer can share some physical conponents at a single |location
whi |l e mai ntaining strong conmuni cation isolation between the
affiliates. |In this exanple, site-network-access#1 is attached to
VPN B, while site-network-access#2 is attached to VPN A
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P + Site R +
| [-mmmm / \
| | ****(site-network-access#l)*****x*| VPN B |
| New York Office | /
| | oo +
| | b +
| | / \
| | ****(site-network-access#2)*****x*| VPN A |
| | /
I | Fom e - +

A multi VPN can be inplemented in addition to a subVPN, as a
consequence, each site-network-access can access multiple VPNs. In
t he exanpl e bel ow, site-network-access#1 is mapped to VPN B and VPN
C, while site-network-access#2 is mapped to VPN A and VPN D.

R + Site F------ +

| [--mmm e / +----- +

| | ****(site-network-access#1)****| VPN B / \
| New York Ofice | \ | VPN C

| | o m - \ /
| | R
I I

| | Fomm e e +

| | / Feom - +
| | ****(site-network-access#2)****| VPN A / \
| | \ | VPN D |
| | I \ /
| [=-mmmm +eom - +

Multihoming is also possible with subVPNs; in this case, site-

net wor k- accesses are grouped, and a particular group will have access
to the sanme set of VPNs. In the exanple below, site-network-access#l
and site-network-access#2 are part of the same group (nultihoned
together) and are mapped to VPN B and VPN C, in addition, site-

net wor k- access#3 and site-network-access#4 are part of the same group
(rmul ti homed together) and are mapped to VPN A and VPN D
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S U + Site S e +

| [=-m s m / +----- +

| | ****(site-network-access#l)*****| VPN B / \
| New York OFfice |****(site-network-access#2)***** \ | VPN C

| | o m - \ /
| | R

| |

| | S +

| | _ / +----- +

| | ****(site-network-access#3)*****| VPN A / \
| | ****(site-network-access#4)***** \ | VPN D |
| | PR \ /
| I i S e +

o e e eee oo +

In terms of service configuration, a subVPN can be achi eved by
requesting that the site-network-access use the same bearer (see
Section 6.6.4 for nore details).

6.5.1.4. NN: site-vpn-flavor-nn

\N'Ii

A Network-to-Network Interface (NNI) scenario may be nodel ed using
the sites container (see Section 6.15.1). Using the sites container
to nodel an NNI is only one possible option for NNIs (see

Section 6.15). This option is called "option A" by reference to the
option A NNl defined in [RFC4364]. It is helpful for the SP to

i ndi cate that the requested VPN connection is not a regular site but
rather is an NNI, as specific default device configuration paraneters
may be applied in the case of NNIs (e.g., ACLs, routing policies).
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SP A SP B
/ \ / \
| |
++++++++ Inter-AS | i nk ++++++++
+ + + +
+ (VRF1l)---(VPN1)----(VRF1l) +
+ ASBR + + ASBR +
+ (VRF2)---(VPN2)----(VRF2) +
+ + + +
++++++++ ++++++++

++++++++ I nter-AS |ink ++++++++

+ + + +
+ (VRF1)---(VPNI)----(VRF1) +
+ ASBR + + ASBR +
+ (VRF2)---(VPN2)----(VRF2) +
+ + + +
+H++++++ +H++++++
| |
| |
\ / \ /

The figure above describes an option A NNl scenario that can be
nodel ed using the sites container. 1In order to connect its custoner
VPNs (VPNL and VPN2) in SP B, SP A may request the creation of sone
site-network-accesses to SP B. The site-vpn-flavor-nni will be used
toinformSP B that this is an NNl and not a regular custoner site.
The site-vpn-flavor-nni nmay be multihonmed and nmulti VPN as wel | .

6.5.2. Attaching a Site to a VPN
Due to the nultiple site-vpn flavors, the attachnent of a site to an
IP VPN is done at the site-network-access (logical access) |eve
t hrough the "vpn-attachnent" container. The vpn-attachnent container
is mandatory. The nodel provides two ways to attach a site to a VPN
o By referencing the target VPN directly.

o By referencing a VPN policy for attachnments that are nore conpl ex.

A choice is inplenented to allow the user to choose the flavor that
provi des the best fit.
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6.5.2.1. Referencing a VPN

Ref erencing a vpn-id provides an easy way to attach a particul ar

| ogi cal access to a VPN. This is the best way in the case of a
single VPN attachnent or subVPN with a single VPN attachnent per

| ogi cal access. \When referencing a vpn-id, the site-role setting
nmust be added to express the role of the site in the target VPN
servi ce topol ogy.

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm :ns:yang:ietf-I|3vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
<vpn-service>
<vpn-i d>VPNB</ vpn-i d>
</ vpn-servi ce>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust onmer - managed</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<site-networ k-accesses>
<si t e- networ k- access>
<site-network-access-i d>LAl</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv4>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connecti on>
<service>
<svc- mu>1514</ svc- nt u>
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<svc-i nput - bandwi dt h>10000000</ svc- i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</I| ayer >
</ encryption>
</security>
<l ocati on-reference>L1</| ocation-reference>
<vpn-attachnent >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnent >
</ si t e-net wor k- access>
<si t e- net wor k- access>
<site-network-access-i d>LA2</site-network-access-i d>
<i p- connecti on>
<i pv4>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipva>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-all ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc-ntu>1514</svc-mt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandw dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<l ocati on-reference>L1</| ocation-reference>
<vpn-attachnent >
<vpn-i d>VPNB</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnent >
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</l 3vpn-svc>

The exanpl e of a correspondi ng XM. sni ppet above descri bes a subVPN

case where a site (SITElL) has two | ogical accesses (LAl and LA2),
with LA1L attached to VPNA and LA2 attached to VPNB.
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6.5.2.2. VPN Policy

The "vpn-policy" list helps express a nulti VPN scenario where a

| ogi cal access belongs to multiple VPNs. Miltiple VPN policies can
be created to handle the subVPN case where each | ogical access is
part of a different set of VPNs.

As a site can belong to nultiple VPNs, the vpn-policy list may be
conposed of nmultiple entries. A filter can be applied to specify
that only some LANs of the site should be part of a particular VPN
Each tinme a site (or LAN) is attached to a VPN, the user nust
precisely describe its role (site-role) within the target VPN service
t opol ogy.

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me e +
| Sitel ------ PE7 |
Fom e e + (VPN2) |
| |
. + |
Site2 ------ PE3 PE4 ------ Site3
T Y + |
| |
i +
| Site4d ------ PES5 | PE6 ------ Siteb |
| | |
| ( VPN3) ||
T N TN N + |
| |
B +

In the exanple above, Site5 is part of two VPNs: VPN3 and VPN2. It
will play a Hub role in VPN2 and an any-to-any role in VPN3. W can
express such a nulti VPN scenario with the follow ng XM snippet:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-l3vpn-svc">
<vpn-servi ces>

<vpn-servi ce>

<vpn-i d>VPN2</ vpn-i d>

</ vpn-servi ce>

<vpn-service>

<vpn-i d>VPN3</vpn-i d>

</ vpn-servi ce>
</ vpn-services>

<sites>

<site>
<site-id>Siteb</site-id>
<devi ces>
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<devi ce>
<devi ce-i d>Dl</ devi ce-i d>
</ devi ce>
</ devi ces>
<managenent >
<t ype>provi der - ranaged</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<vpn-polici es>
<vpn-pol i cy>
<vpn- pol i cy-i d>POLI CY1</vpn-policy-id>
<entries>
<i d>ENTRY1</ i d>
<vpn>
<vpn-i d>VPN2</ vpn-i d>
<site-rol e>hub-rol e</site-rol e>
</ vpn>
</entries>
<entries>
<i d>ENTRY2</ i d>
<Vpn>
<vpn-i d>VPN3</vpn-id>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn>
</entries>
</ vpn-policy>
</ vpn-policies>
<si t e-network-accesses>
<si t e- net wor k- access>
<site-network-access-i d>LAl</site-network-access-id>
<devi ce-ref erence>D1</ devi ce-ref erence>
<i p-connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv4>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc-mtu>1514</svc-mt u>
<svc-i nput - bandwi dt h>10000000</ svc- i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
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<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<vpn-attachnent >
<vpn-policy-id>PQOLI CYl</vpn-policy-id>
</ vpn- at t achnent >
</ si t e- net wor k- access>
</ site-network-accesses>
</site>
</sites>
</1 3vpn-svc>

Now, if a nore-granular VPN attachnent is necessary, filtering can be
used. For exanple, if only LANL fromSite5 nust be attached to VPN2
as a Hub and only LAN2 must be attached to VPN3, the follow ng XM

sni ppet can be used:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:params: xm : ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>VPN2</ vpn-i d>
</ vpn-servi ce>
<vpn-servi ce>
<vpn-i d>VPN3</vpn-i d>
</ vpn-servi ce>
</ vpn-services>
<sites>
<site>
<site-id>Siteb</site-id>
<vpn- pol i ci es>
<vpn-policy>
<vpn-policy-id>PCLI CY1</vpn-policy-id>
<entries>
<i d>ENTRY1</i d>
<filters>
<filter>
<type>| an</type>
<l an-t ag>LANl</ | an-t ag>

</[filter>
</[filters>
<vpn>

<vpn-i d>VPN2</ vpn-i d>
<site-rol e>hub-role</site-rol e>
</ vpn>
</entries>
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<entries>
<i d>ENTRY2</ i d>
<filters>
<filter>
<type>| an</type>
<l an-t ag>LAN2</ | an-t ag>

</[filter>
</[filters>
<vpn>

<vpn-i d>VPN3</vpn-i d>
<site-rol e>any-to-any-rol e</site-rol e>
</ vpn>
</entries>
</ vpn-policy>
</ vpn-policies>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<si t e- net wor k- access-i d>LAl</si t e- net wor k- access-i d>
<vpn-attachnent >
<vpn- pol i cy-i d>POLI CY1</vpn-policy-id>
</ vpn- at t achnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
</sites>
</l 3vpn-svc>

6.6. Deciding Wiere to Connect the Site

The managenent systemwi ||l have to deternine where to connect each
site-network-access of a particular site to the provider network
(e.g., PE, aggregation swtch).

The current nodel defines paraneters and constraints that can
i nfluence the nmeshing of the site-network-access.

The managenent system MJUST honor all custoner constraints, or if a
constraint is too strict and cannot be fulfilled, the nanagenent
system MJUST NOT provision the site and MJST provide information to
the user about which constraints could not be fulfilled. Howthe
information is provided is out of scope for this docunment. Whether
or not to relax the constraint would then be left up to the user

Paraneters such as site location (see Section 6.6.2) and access type

are just hints (see Section 6.6.3) for the nanagenent system for
service placenent.
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In addition to paranmeters and constraints, the nanagenent systenis
deci si on MAY be based on any other internal constraints that are |left
up to the SP: least |oad, distance, etc.

6.6.1. Constraint: Device

6. 6.

\N'Ii

In the case of provider nanagenent or co-managenent, one or nore
devi ces have been ordered by the custoner to a particular already-
configured location. The customer may force a particular site-
net wor k- access to be connected on a particul ar device that he

or der ed.

New York Site

T T + Site

| S R [T

| | Manhattan |

| | CEl*******x* (gjte-network-access#l) *x***x
| +-----meme - +

| - - +

| | Brooklyn CE2********x* (gjte-network-access#2) ***x**
| S +

| | oo

Fom e e e oo oo +

In the figure above, site-network-access#l is associated with CE1l in
the service request. The SP nust ensure the provisioning of this
connecti on.

2. Constraint/Paraneter: Site Location

The | ocation information provided in this nmodel MAY be used by a
managenment systemto determine the target PE to nesh the site (SP
side). A particular location nust be associated with each site
networ k access when configuring it. The SP MJUST honor the

term nation of the access on the location associated with the site
networ k access (customer side). The "country-code" in the site

| ocati on SHOULD be expressed as an | SO ALPHA-2 code.

The site-network-access location is determned by the "l ocation-
flavor". In the case of a provider-managed or co-nanaged site, the
user is expected to configure a "device-reference" (device case) that
will bind the site-network-access to a particular device that the
customer ordered. As each device is already associated with a
particular location, in such a case the location information is
retrieved fromthe device location. 1In the case of a custoner-
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managed site, the user is expected to configure a "location-
reference" (location case); this provides a reference to an existing
configured location and will help with placenent.

POP#1 (New Yor k)

Fomm e e o +
| PE1 |
Site #1 ---... | PE2 |
(Atlantic City) | PE3 |
f S +

T +
| PE4 |
| PE5 |
| PE6 |
Foemee e m +

.
| PE7 |

Site #2 CE#1---... | PES8 |
(Rest on) | PE9 |
[ SR —-— +

In the exanple above, Site #1 is a custoner-nanaged site with a
location L1, while Site #2 is a provider-nanaged site for which a CE
(CE#1) was ordered. Site #2 is configured with L2 as its |ocation.
When configuring a site-network-access for Site #1, the user wll
need to reference location L1 so that the managenment systemw || know
that the access will need to terminate on this location. Then, for
di stance reasons, this managenment system may nesh Site #1 on a PE in
the Phil adel phia POP. It may al so take into account resources

avail able on PEs to deternine the exact target PE (e.g., |east

| oaded). For Site #2, the user is expected to configure the site-
net wor k- access with a device-reference to CE#1 so that the nanagenent
systemwi || know that the access nust terninate on the |ocation of
CE#1 and nust be connected to CE#1l. For placenent of the SP side of
the access connection, in the case of the nearest PE used, it may
mesh Site #2 on the Washi ngton POP.

6.6.3. Constraint/Paraneter: Access Type

\N'Ii

The managenent system needs to el ect the access nedia to connect the
site to the custoner (for exanple, xDSL, |eased |line, Ethernet
backhaul ). The customer may provi de sone paraneters/constraints that
will provide hints to the nanagenent system
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The bearer container information SHOULD be the first piece of
i nformation consi dered when making this decision

0 The "requested-type" paraneter provides information about the
medi a type that the custoner would like to use. |If the "strict"
leaf is equal to "true", this MJST be considered a strict
constraint so that the nmanagenent system cannot connect the site
with another nedia type. |If the "strict" leaf is equal to "fal se"
(default) and if the requested nedia type cannot be fulfilled, the
managenment system can sel ect another nmedia type. The supported
medi a types SHOULD be comunicated by the SP to the custoner via a
mechani smthat is out of scope for this docunent.

0 The "always-on" |eaf defines a strict constraint: if set to true,
t he managenent system MJST el ect a nedia type that is "al ways-on"
(e.g., this neans no dial access type).

0 The "bearer-reference" paraneter is used in cases where the
custoner has already ordered a network connection to the SP apart
fromthe P VPN site and wants to reuse this connection. The
string used is an internal reference fromthe SP and describes the
al ready-avail abl e connection. This is also a strict requirenent
that cannot be relaxed. How the reference is given to the
custoner is out of scope for this docunent, but as a pure exanple,
when the custoner ordered the bearer (through a process that is
out of scope for this nodel), the SP may have provided the bearer
reference that can be used for provisioning services on top

Any ot her internal paraneters fromthe SP can al so be used. The
managenent system MAY use other paraneters, such as the requested
"svc-i nput - bandwi dt h" and "svc-out put - bandwi dt h", to hel p decide
whi ch access type to use.

6.6.4. Constraint: Access Diversity

\N'Ii

Each site-network-access nmay have one or nore constraints that would
drive the placenent of the access. By default, the nodel assunes
that there are no constraints, but allocation of a unique bearer per
site-network-access is expected.

In order to help with the different placenent scenarios, a site-

net wor k- access nay be tagged using one or nmultiple group identifiers.
The group identifier is a string, so it can accommpdate both explicit
nam ng of a group of sites (e.g., "multihonmed-setl" or "subVPN') and
the use of a nunbered identifier (e.g., 12345678). The meani ng of
each group-id is local to each customer adm nistrator, and the
managenent system MJST ensure that different customers can use the
same group-ids. One or nore group-ids can al so be defined at the
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\N'Ii

site level; as a consequence, all site-network-accesses under the
site MJUST inherit the group-ids of the site they belong to. Wen, in
addition to the site group-ids sone group-ids are defined at the
site-network-access | evel, the managenent system MJST consider the
union of all groups (site level and site network access level) for
this particular site-network-access.

For an al ready-configured site-network-access, each constraint MJST
be expressed agai nst a targeted set of site-network-accesses. This
site-network-access MJUST never be taken into account in the targeted
set -- for exanple, "My site-network-access S nust not be connected
on the sane POP as the site-network-accesses that are part of G oup
10." The set of site-network-accesses agai nst which the constraint
is evaluated can be expressed as a list of groups, "all-other-
accesses", or "all-other-groups". The all-other-accesses option
means that the current site-network-access constraint MJST be

eval uated against all the other site-network-accesses belonging to
the current site. The all-other-groups option neans that the
constraint MJST be eval uated agai nst all groups that the current

si te-networ k- access does not belong to.

The current nodel defines multiple constraint-types:

0 pe-diverse: The current site-network-access MJST NOT be connected
to the sanme PE as the targeted site-network-accesses.

0 pop-diverse: The current site-network-access MIUST NOT be connected
to the same POP as the targeted site-network-accesses.

o linecard-diverse: The current site-network-access MJIST NOT be
connected to the sane |linecard as the targeted site-network-
accesses.

0 bearer-diverse: The current site-network-access MIUST NOT use
common bearer conponents conpared to bearers used by the targeted

site-network-accesses. "bearer-diverse" provides sone |evel of
diversity at the access level. As an exanple, two bearer-diverse
site-networ k- accesses nust not use the same DSLAM BAS, or Layer 2
Swit ch.

0 same-pe: The current site-network-access MIST be connected to the
same PE as the targeted site-network-accesses.

0 sane-bearer: The current site-network-access MIST be connect ed
usi ng the sanme bearer as the targeted site-network-accesses.

These constraint-types can be extended through augnentation
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Each constraint is expressed as "The site-network-access S nust be
<constraint-type> (e.g., pe-diverse, pop-diverse) fromthese <target>
sit e- net wor k- accesses. "

The group-id used to target some site-network-accesses may be the
sanme as the one used by the current site-network-access. This eases
the configuration of scenarios where a group of site-network-access
poi nts has a constraint between the access points in the group. As
an exanple, if we want a set of sites (Site#l to Site#5) to be
connected on different PEs, we can tag themw th the sanme group-id
and express a pe-diverse constraint for this group-id with the

foll owi ng XML sni ppet:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:params: xm : ns:yang:ietf-I3vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-servi ce>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocati ons>
<managenent >
<t ype>cust onmer - nranaged</t ype>
</ managenent >
<si t e-network-accesses>
<si t e- net wor k- access>
<si te-network-access-id>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipva>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-all ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc- mt u>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandw dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
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<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<l ocati on-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constraint-type>pe-di verse</constraint-type>
<t arget>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constraint s>
</ access-diversity>
<vpn-attachnent >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnent >
</ site-network-access>
</ site-network-accesses>
</site>
<site>
<site-id>SI TE2</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</location-id>
</l ocati on>
</l ocations>
<managenent >
<t ype>cust oner - nranaged</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<si t e-net wor k- access>
<si te-networ k-access-i d>1</site-network-access-id>
<i p-connecti on>
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<i pv4>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv4>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc- nmt u>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc- i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraint s>
<constraint>
<constraint-type>pe-di verse</constraint-type>
<t ar get >
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint >
</ constrai nt s>
</ access-diversity>
<vpn-attachnent >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnent >
</ site-network-access>
</ site-network-accesses>
</site>

<site>
<site-id>S|I TE5</site-id>
<| ocati ons>
<l ocati on>
<l ocation-id>L1</| ocati on-i d>
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</l ocati on>
</l ocations>
<managenent >
<t ype>cust omer - managed</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<si t e-networ k- access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</address-all ocati on-type>
</ipvd>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc-nt u>1514</svc-nt u>
<svc-i nput - bandw dt h>10000000</ svc- i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraint s>
<constraint >
<constraint-type>pe-di verse</constraint-type>
<t arget>
<gr oup>
<group-i d>10</ group-i d>
</ group>
</target>
</ constraint>
</ constraint s>
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</ access-diversity>
<vpn-attachnment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnment >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
</sites>
</1 3vpn-svc>

The group-id used to target sonme site-network-accesses may al so be
different than the one used by the current site-network-access. This
can be used to express that a group of sites has sone constraints
agai nst anot her group of sites, but there is no constraint within the
group. For example, we consider a set of six sites and two groups;
we want to ensure that a site in the first group nust be pop-diverse
froma site in the second group. The exanple of a correspondi ng XM
sni ppet is described as foll ows:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:paramnms: xm:ns:yang:ietf-1|3vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<site-network-accesses>
<si t e- net wor k- access>
<si te-network-access-i d>1</site-network-access-id>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint >
<constraint-type>pop-di verse</constraint-type>
<target>
<gr oup>
<group-i d>20</ gr oup-i d>
</ group>
</target>
</ constraint >
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</ constraints>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-at t achnent >
</ site-network-access>
</ site-network-accesses>
</site>
<site>
<site-id>SlI TE2</site-id>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<si te-network-access-id>1</site-network-access-id>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constraint-type>pop-di verse</constraint-type>
<t arget>
<gr oup>
<group-i d>20</ group-i d>
</ group>
</target>
</ constrai nt >
</ constraint s>
</ access-diversity>
<vpn-attachnment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnment >
</ site-network-access>
</ site-network-accesses>
</site>

<site>
<site-id>S|I TE5</site-id>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<si t e- net wor k- access-i d>1</si t e- net wor k- access-i d>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>20</ gr oup-i d>
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</ group>
</ groups>
<constrai nt s>
<constraint >
<constraint-type>pop-di verse</constraint-type>
<t arget>
<gr oup>
<group-i d>10</ group-i d>
</ group>
</target>
</ constraint>
</ constraint s>
</ access-diversity>
<vpn-attachnment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnment >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>
</site>
<site>
<site-id>SI TE6</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocations>
<managenent >
<t ype>cust onmer - managed</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<site-networ k-accesses>
<si t e- networ k- access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv4>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connecti on>
<service>
<svc- mu>1514</ svc- nt u>
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<svc-i nput - bandwi dt h>10000000</ svc- i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</I| ayer >
</ encryption>
</security>
<l ocati on-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>20</ gr oup-i d>
</ group>
</ groups>
<constraint s>
<constraint >
<constraint-type>pop-di verse</constraint-type>
<target>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint >
</ constrai nt s>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-at t achnent >
</ si t e- net wor k- access>
</ si t e- net wor k- accesses>

</site>

</sites>

</

| 3vpn-svc>

6.6.5. Infeasible Access Placenent

\N'Ii

Some i nfeasi bl e access pl acenent scenarios could be created via the

proposed configuration framework. Such infeasible access pl acenment

scenarios could result fromconstraints that are too restrictive

| eading to infeasible access placenent in the network or conflicting
constraints that would also | ead to infeasible access placenent. An
exanpl e of conflicting rules would be to request that site-network-

access#1l be pe-diverse fromsite-network-access#2 and to request at

the sane tinme that site-network-access#2 be on the sane PE as site-
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net wor k- access#1. Wen the nanagenent system cannot deternine the
pl acement of a site-network-access, it MJST return an error nmessage
i ndi cating that placenent was not possible.

6.6.6. Exanples of Access Placenent

6.6.6.1. Miltihoning
The custoner wants to create a nultihomed site. The site will be
conmposed of two site-network-accesses; for resiliency purposes, the

custoner wants the two site-network-accesses to be meshed on
di fferent POPs.

POP#1
Fom oo e + [ TS +
| | | PEL |
| | ---site-network-access#l----| PE2
| | | PE3 |
| | A +
| Site#l]
I I POP#2
| | oo +
| | | PE4 |
| | ---site-network-access#2----| PE5
| | |  PE6 |
| | A +
Fom oo e +

This scenario can be expressed with the foll owing XM sni ppet:

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm:ns:yang:ietf-I|3vpn-svc">
<vpn- servi ces>
<vpn-service>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-servi ce>
</ vpn-servi ces>
<sites>
<site>
<site-id>SlI TEl</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocati on>
</l ocati ons>
<managenent >
<t ype>cust onmer - managed</t ype>
</ managenent >
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<security>
<encryption>
<l ayer >l ayer 3</ | ayer >
</ encryption>
</security>
<site-networ k-accesses>
<si t e- networ k- access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</address-all ocati on-type>
</ipv4>
<i pv6>
<addr ess-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connecti on>
<service>
<svc- mu>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc- i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</I| ayer >
</ encryption>
</security>
<l ocati on-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraint s>
<constraint >
<constraint-type>pop-di verse</constraint-type>
<target>
<gr oup>
<group-i d>20</ gr oup-i d>
</ group>
</target>
</ constraint >
</ constrai nt s>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn-at t achnent >
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</ si t e- net wor k- access>
<si t e- net wor k- access>
<si te- networ k-access-i d>2</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</ address-al |l ocati on-type>
</ipv4>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-all ocati on-type>
</ipv6>
</i p-connecti on>
<servi ce>
<svc- m u>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandw dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</I| ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<group-i d>20</ group-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constraint-type>pop-di verse</constraint-type>
<t arget >
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint >
</ constraints>
</ access-diversity>
<vpn-attachnent >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnent >
</ site-network-access>
</ site-network-accesses>
</site>
</sites>
</1 3vpn-svc>
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But it can also be expressed with the follow ng XM. sni ppet:

<?xm version="1.0"7?>
<l 3vpn-svc xm ns="urn:ietf:paranms: xm:ns:yang:ietf-I|3vpn-svc">
<vpn-servi ces>
<vpn-service>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
<sites>
<site>
<site-id>SI TEl</site-id>
<si t e- net wor k- accesses>
<si t e- net wor k- access>
<si te-network-access-i d>1</site-network-access-id>
<access-diversity>
<constraint s>
<constraint>
<constraint-type>pop-di verse</constraint-type>
<target>
<al | - ot her-accesses/ >
</target>
</ constrai nt >
</ constraint s>
</ access-diversity>
<vpn-attachment >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnment >
</ site-network-access>
<si t e- net wor k- access>
<si te- networ k- access-i d>2</site-network-access-id>
<access-diversity>
<constraint s>
<constraint>
<constraint-type>pop-di verse</constraint-type>
<target>
<al | - ot her-accesses/ >
</target>
</ constrai nt >
</ constrai nt s>
</ access-diversity>
<vpn-attachnent >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnment >
</ site-network-access>
</ site-network-accesses>
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</site>
</sites>
</l 3vpn-svc>

6.6.6.2. Site Ofload

The custoner has six branch offices in a particular region, and he
wants to prevent having all branch offices connected on the sanme PE.

He wants to express that three branch of fices cannot be connected on
the sane linecard. Also, the other branch offices nust be connected
on a different POP. Those other branch offices cannot al so be
connected on the sane |inecard.

POP#1
f S +
| PE1 |
Ofice#l ---... | PE2
Ofice#2 ---... | PE3
Ofice#3 ---... | PE4
N +
POP#2
Fomm e e o +
Ofice#d ---... | PE5
Ofice#5 ---... | PE6
Ofice#6 ---... | PE7
f S +

This scenario can be expressed as foll ows:

0 W need to create two groups of sites: Goup#l1l0, which is conposed
of Ofice#l, Ofice#2, and Ofice#3; and G oup#20, which is
conmposed of O fice#4, Ofice#5, and Ofice#6

0 Sites within G oup#l10 nust be pop-diverse fromsites within
G oup#20, and vice versa.

0 Sites within Goup#10 nust be linecard-diverse fromother sites in
G oup#10 (sane for G oup#20).

<?xm version="1.0"?>
<l 3vpn-svc xm ns="urn:ietf:parans: xm :ns:yang:ietf-|3vpn-svc">
<vpn-servi ces>
<vpn-servi ce>
<vpn-i d>VPNA</ vpn-i d>
</ vpn-service>
</ vpn-servi ces>
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<sites>
<site>
<site-id>Cficel</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocati ons>
<managenent >
<t ype>cust omer - managed</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<si t e-networ k- access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<address-al | ocati on-type>provi der-dhcp</address-all ocati on-type>
</ipvd>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connection>
<service>
<svc-nt u>1514</svc-nt u>
<svc-i nput - bandw dt h>10000000</ svc- i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<group-i d>10</ group-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constraint-type>pop-di verse</constraint-type>
<t arget>
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<gr oup>
<group-i d>20</ group-i d>
</ group>
</target>
</ constraint>
<constraint>
<constraint-type>linecard-diverse</constraint-type>
<target>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint >
</ constraints>
</ access-diversity>
<vpn-attachnent >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnent >
</ si t e-net wor k- access>
</ si t e- net wor k- accesses>
</site>
<site>
<site-id>Office2</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
</l ocation>
</l ocati ons>
<managenent >
<t ype>cust onmer - nranaged</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<site-network-accesses>
<si t e- net wor k- access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv4>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-all ocati on-type>
</ipv6>
</i p-connecti on>
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<servi ce>
<svc- nmt u>1514</ svc- nt u>
<svc-i nput - bandwi dt h>10000000</ svc-i nput - bandw dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandw dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<l ocati on-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</ groups>
<constraints>
<constraint>
<constrai nt-type>pop-di verse</constraint-type>
<target>
<gr oup>
<group-i d>20</ group-id>
</ group>
</target>
</ constraint >
<constraint>
<constraint-type>linecard-diverse</constraint-type>
<t ar get >
<gr oup>
<gr oup-i d>10</ gr oup-i d>
</ group>
</target>
</ constraint>
</ constrai nt s>
</ access-diversity>
<vpn-attachnent >
<vpn-i d>VPNA</ vpn-i d>
<site-rol e>spoke-rol e</site-rol e>
</ vpn- at t achnment >
</ site-network-access>
</ si t e- net wor k- accesses>
</site>
<site>
<site-id>0ffice3</site-id>
<l ocati ons>
<l ocati on>
<l ocation-id>L1</| ocation-id>
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</l ocati on>
</l ocations>
<managenent >
<t ype>cust omer - managed</t ype>
</ managenent >
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<si t e- net wor k- accesses>
<si t e-networ k- access>
<site-network-access-i d>1</site-network-access-id>
<i p- connecti on>
<i pv4>
<addr ess-al | ocati on-type>provi der-dhcp</address-all ocati on-type>
</ipvd>
<i pv6>
<address-al | ocati on-type>provi der-dhcp</address-al |l ocati on-type>
</ipv6>
</i p-connection>
<servi ce>
<svc-nt u>1514</svc-nt u>
<svc-i nput - bandw dt h>10000000</ svc- i nput - bandwi dt h>
<svc- out put - bandwi dt h>10000000</ svc- out put - bandwi dt h>
</ service>
<security>
<encryption>
<l ayer >l ayer 3</| ayer >
</ encryption>
</security>
<l ocation-reference>L1</| ocation-reference>
<access-diversity>
<gr oups>
<gr oup