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Abst ract

Thi s docunent presents a performance eval uation of the Routing
Protocol for Low Power and Lossy Networks (RPL) for a small outdoor
depl oynent of sensor nodes and for a |large-scale smart neter network.
Detail ed sinulations are carried out to produce several routing
performance netrics using these real-1ife depl oynent scenari os.

Pl ease refer to the PDF version of this docunent, which includes
several plots for the performance netrics not shown in the plain-text
ver si on.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and nmakes no statenent about its value for

i npl enent ati on or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any |l evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww.rfc-editor.org/info/rfc6687
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1. Introduction

Desi gning a routing protocol for Low Power and Lossy Networks (LLNs)

i nposes great challenges, mainly due to | ow data rates, high
probability of packet delivery failure, and strict energy constraints
in the nodes. The | ETF ROLL Working Group took on this task and
specified the Routing Protocol for Low Power and Lossy Networks (RPL)
in [ RFC6550] .

RPL is designed to neet the core requirenments specified in [ RFC5826],
[ RFC5867], [RFC5673], and [ RFC5548].
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This docunent’s contribution is to provide a perfornmance eval uation
of RPL with respect to several netrics of interest. This is
acconpl i shed using real data and topologies in a discrete event

si mul at or devel oped to reproduce the protocol behavior.

The following netrics are eval uat ed:

o Path quality nmetrics, such as ETX path cost, ETX path stretch, ETX
fractional stretch, and hop distance stretch, as defined in
Section 2 ("Term nol ogy");

o Control plane overhead;
0 End-to-end del ay between nodes;

0 Ability to cope with unstable situations (link churns, node
dying);

0 Required resource constraints on nodes (routing table size).

Sone of these netrics are nentioned in the aforementi oned RFCs,

wher eas ot hers have been introduced to consider the chall enges and
uni que requirenments of LLNs as discussed in [RFC6550]. For exanple,
routing in a hone automati on depl oynent has strict tinme bounds on
protocol convergence after any change in topol ogy, as nentioned in
Section 3.4 of [RFC5826]. [RFC5673] requires bounded and guarant eed
end-to-end delay for routing in an industrial deploynment, and

[ RFC5548] requires conparatively | oose bounds on | atency for end-to-
end conmmuni cation. [RFC5548] nandates scalability in terms of
protocol perfornmance for a network of size ranging from 1072 to 1074
nodes.

Al t hough sinul ation cannot prove fornmally that a protocol operates
properly in all situations, it can give a good | evel of confidence in
prot ocol behavior in highly stressful conditions, if and only if
real-life data are used. Sinulation is particularly useful when
theoretical nodel assunptions may not be applicable to such networks
and scenarios. |In this docunment, real deployed network data traces
have been used to nodel |ink behaviors and network topol ogi es.

2. Term nol ogy

Pl ease refer to [ ROLL- TERMS] and [ RFC6550] for terminology. In
addition, the following ternms are specified:

PDR: Packet Delivery Ratio.

CDF: Cunul ative Distribution Function
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Expect ed Transni ssion Count (ETX Metric): The expected nunber of
transm ssions to reach the next hop is determ ned as the inverse
of the Iink PDR. Consequently, in every hop, if the link quality
(PDR) is high, the expected number of transm ssions to reach the
next hop may be as lowas 1. However, if the PDR for the
particular link is low, nultiple transm ssions nmay be needed.

ETX Path Cost: The ETX path cost netric is determ ned as the
sunmati on of the ETX value for each link on the route a packet
takes towards the destination.

ETX Path Cost Stretch: The ETX path cost stretch is defined as the
di fference between the nunber of expected transni ssions (ETX
Metric) taken by a packet traveling fromsource to destination,
following a route determined by RPL and a route deternined by a
hypot heti cal ideal shortest path routing protocol (using link ETX
as the netric).

ETX Fractional Stretch (fractional stretch factor of link ETX netric
agai nst ideal shortest path): The fractional path stretch is the
ratio of ETX path stretch to ETX path cost for the shortest path
route for the source-destination pair.

Hop Di stance Stretch (stretch factor for node hop di stance agai nst
i deal shortest path): The hop distance stretch is defined as the
di f ference between the nunmber of hops taken by a packet traveling
fromsource to destination, following a route determ ned by RPL
and by a hypothetical ideal shortest path algorithm both using
ETX as the Iink cost. The fractional hop distance stretch is
conputed as the ratio of path stretch to count val ue between a
source-destination pair for the hypothetical shortest path route
optim zing ETX path cost.

3. Methodol ogy and Sinul ati on Setup

In the context of this docunent, RPL has been sinul ated usi ng OWNeT++
[ OWNeTpp], a well-known discrete event-based sinmulator witten in C++
and NEtwork Description (NED). Castalia-2.2 [Castalia-2.2] has been
used as a Wreless Sensor Network Sinulator franework within OWNeT++.
The out put and events in the sinmulation are visualized with the help
of the Network Ani Mator, or NAM which is distributed with the NS
(Network Sinulator) [NS-2].

Note that no versions of the NS itself are used in this sinulation

study. Only the visualization tool was borrowed for verification
pur poses.
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In contrast with theoretical nodels, which nmay have assunptions not
applicable to lossy links, real-life data was used for two aspects of
t he sinul ati ons:

* Link Failure Mbdel: Derived fromtime-varying real network traces
cont ai ni ng packet delivery probability for each |ink, over al
channel s, for both indoor network depl oynent and outdoor network
depl oynent .

* Topol ogy: Gathered fromreal -life deploynment (traces nentioned
above) as opposed to random t opol ogy simul ati ons.

A 45-node topol ogy, deployed as an outdoor network and shown in
Figure 1, and a 2442-node topol ogy, gathered froma smart neter

net wor k depl oynent, were used in the sinulations. |In Figure 1, links
bet ween a nost preferred parent node and child nodes are shown in
red. Links that are shown in black are also part of the topol ogy but
are not between a preferred parent and child node.

Figure 1 [See the PDF.]
Figure 1: Qutdoor Network Topol ogy with 45 Nodes.

Note that this is just a start to validate the sinulation before
usi ng | arge-scal e networks.

A set of tine-varying link quality data was gathered froma rea

net wor k depl oynent to form a database used for the simulations. Each
link in the topology randomy ’picks up’ a link nodel (trace) from

t he database. Each link has a Packet Delivery Ratio (PDR) that
varies with tine (in the sinulation, a new PDRis read fromthe

dat abase every 10 minutes) according to the gathered data. Packets
are dropped randomy fromthat Iink with probability (1 - PDR). Each
time a packet is about to be sent, the nodul e generates a random
nunber using the Mersenne Twi ster random nunber generation nethod.
The random nunber is conpared to the PDR to determ ne whether the
packet should be dropped. Note that each Iink uses a different
random nunber generator to nmaintain true randomess in the sinulator
and to avoid correlation between Iinks. Also, the packet drop
applies to all kinds of data and control packets (RPL), such as the
DO, DAO, and DI S packets defined in [RFC6550]. Figure 2 shows a
typical tenporal characteristic of Iinks fromthe indoor network
traces used in the sinulations. The figure shows several links with
perfect connectivity, sonme links with a PDR as | ow as 10% and
several for which the PDR may vary from 30%to 80% sharply changi ng
back and forth between a high value (strong connectivity) and a | ow
val ue (weak connectivity).
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Figure 2 [See the PDF.]
Fi gure 2: Exanple of Link Characteristics.

In the RPL sinulator, the LBR (LLN Border Router) or the Directed
Acyclic Graph (DAG root first initiates sending out D O nessages,
and the DAG is gradually constructed. RPL nakes use of trickle
timers: the protocol sets a minimumtime period with which the nodes
start re-issuing DAGCs, and this mninmmperiod is denoted by the
trickle parameter Imin. RPL also sets an upper limt on how nmany
times this time period can be doubled; this is denoted by the
paraneter Dl O nterval Doublings, as defined in [ RFC6550]. For the
simulation, Inmnis initially set to 1 second and

DI O nterval Doublings is equal to 16, and therefore the maxi mumtine
bet ween two consecutive DI O em ssions by a node (under a steady
network condition) is 18.2 hours. The trickle tine interval for
emtting Dl O nmessages assunes the initial value of 1 second and then
changes over sinulation tine, as nentioned in [ RFC6206].

Anot her objective of this study is to give insight to the network
admi ni strator on how to tweak the trickle values. These
recomendati ons could then be used in applicability statenent
docunents.

Each node in the network, other than the LBR or DAG root, also enits
DAO nessages as specified in [ RFC6550], to initially popul ate the
routing tables with the prefixes received fromchildren via the DAO
messages to support Point-to-Point (P2P) and Point-to-Miltipoint
(P2MP) traffic in the "down" direction. During these sinmulations, it
i s assuned that each node is capable of storing route information for
other nodes in the network (storing node of RPL).

For nodes inplenenting RPL, as expected, the routing table nmenory
requi renent varies according to the position in the DODAG
(Destination-Oriented DAG. The (worst-case) assunption is made that
there is no route sunmari zati on (aggregation) in the network. Thus,
a node closer to the DAGwi Il have to store nore entries inits
routing table. It is also assuned that all nodes have equal nenory
capacity to store the routing states.

For simul ations of the indoor network, each node sends traffic
according to a Constant Bit Rate (CBR) to all other nodes in the
network, over the sinulation period. Each node generates a new data
packet every 10 seconds. Each data packet has a size of 127 bytes

i ncludi ng 802.15.4 PHY/ MAC headers and RPL packet headers. All
control packets are al so encapsulated with 802.15.4 PHY/ MAC headers.
To sinmulate a nore realistic scenario, 80% of the packets generated
by each node are destined to the root, and the renaining 20% of the

Tripathi, et al. I nf or mat i onal [ Page 6]



RFC 6687 Per f or mance Eval uati on of RPL Cct ober 2012

4.

4.

4,

packets are unifornly assigned as destined to nodes other than the
root. Therefore, the root receives a considerably |arger anount of
data than ot her nodes. These values may be revised when studying P2P
traffic so as to have a majority of traffic going to all nodes as
opposed to the root. In the later part of the simulation, a typica
hone/ bui |l ding routing scenario is also sinulated, and different path
quality netrics are conputed for that traffic pattern

The packets are routed through the DODAG built by RPL according to
t he mechani snms specified in [ RFC6550].

A nunber of RPL paraneters are varied (such as the packet rate from
each source and the tine period for emtting a new DAG sequence
nunmber) to observe their effect on the performance netric of

i nterest.

Perf ormance Metrics
1. Common Assunptions

As the DAO nessages are used to feed the routing tables in the
network, they growwith tinme and size of the network. Neverthel ess,
no constraint was inposed on the size of the routing table nor on how
nmuch i nformation the node can store. The routing table size is not
expressed in terms of Kbytes of nenory usage but neasured in terns of
t he nunber of entries for each node. Each entry has the next-hop
node and path cost associated with the destination node.

The Iink ETX (Expected Transm ssion Count) netric is used to build
the DODAG and is specified in [ RFC6551].

2. Path Quality

Hop Count: For each source-destination pair, the nunber of hops for
both RPL and shortest path routing is conputed. Shortest path
routing refers to a hypothetical ideal routing protocol that would
al ways provide the shortest path in terns of ETX path cost (or
whi chever netric is used) in the network.

The Cunul ative Distribution Function (CDF) of the hop count for al
paths (n * (n - 1) in an n-node network) in the network with respect
to the hop count is plotted in Figure 3 for both RPL and shortest
path routing. One can observe that the CDF corresponding to 4 hops
is around 80% for RPL and 90% for shortest path routing. In other
words, for the given topol ogy, 90% of the paths have a path | ength of
4 hops or less with an ideal shortest path routing methodol ogy,
whereas in RPL P2P routing, 90% of the paths will have a |l ength of no
nore than 5 hops. This result indicates that despite having a
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non-optim zed P2P routing schene, the path quality of RPL is close to
an optimnized P2P routing mechani smfor the topol ogy under

consi deration. Another reason for this may relate to the fact that
the DAG root is at the center of the network; thus, routing through
the DAG root is often close to an optimal (shortest path) routing.
This result may be different in a topol ogy where the DAG root is

| ocated at one end of the network.

Figure 3 [See the PDF.]
Figure 3: CDF of Hop Count versus Hop Count.

ETX Path Cost: 1In the sinmulation, the total ETX path cost (defined
in the Term nol ogy section) fromsource to destination for each
packet is conmputed

Figure 4 shows the CDF of the total ETX path cost, both with RPL and
shortest path routing. Here also one can observe that the ETX path
cost fromall sources to all destinations is close to that of
shortest path routing for the network.

Figure 4 [See the PDF.]
Figure 4: CDF of Total ETX Path Cost along Path versus ETX Path Cost.

Path Stretch: The path stretch nmetric enconpasses the stretch factor
for both hop distance and ETX path cost (as defined in the
Term nol ogy section). The hop distance stretch, which is
determ ned as the difference between the nunber of hops taken by a
packet while following a route built via RPL and the nunber of
hops taken by shortest path routing (using link ETX as the
metric), is conputed. The ETX path cost stretch is also provided

The CDF of both path stretch netrics is plotted agai nst the val ue of
the corresponding path stretch over all packets in Figures 5 and 6,
for hop distance stretch and ETX path stretch, respectively. It can
be observed that, for a few packets, the path built via RPL has fewer
hops than the ideal shortest path where path ETX is nininized al ong
the DAG This is because there are a few source-destination pairs
where the total ETX path cost is equal to or less than that of the

i deal shortest path when the packet takes a |onger hop count. As the
RPL i npl enentation ignores a 20% change in total ETX path cost before
switching to a new parent or enitting a new DIOQ it does not
necessarily provide the shortest path in terns of total ETX path
cost. Thus, this inplenentation yields a few paths with snaller hop
counts but larger (or equal) total ETX path cost.
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Figure 5: CDF of Hop Distance Stretch versus

Hop Di stance Stretch Val ue.

Figure 6 [See the PDF.]

Figure 6: CDF of ETX Path Stretch versus ETX Path Stretch Val ue.

The data for the CDF of the hop count and ETX path cost for the idea
shortest path (SP) and a path built via RPL, along with the CDF of

the routing table size,
relate to the data in this table.

| COF |

Overal |,

Hop

Table 1: Path Quality CDFs.
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cost, thereby reduci ng unnecessary parent sel ection and DI O nessage
forwardi ng events, by choosing a non-optinized path. Despite this
specific inplenentation techni que, around 30% of the packets trave
the sane nunber of hops as an ideal shortest path routing nechani sm
and 20% of the packets experience the sane nunber of attenpted
transm ssions to reach the destination. On average, this

i mpl enentation costs only a few extra transm ssion attenpts and saves
a | arge nunber of control packet transmi ssions.

4.3. Routing Table Size

The objective of this nmetric is to observe the distribution of the
nunber of entries per node. Figure 7 shows the CDF of the nunber of
routing table entries for all nodes. Note that 90% of the nodes need
to store less than 10 entries in their routing table for the topol ogy
under study. The LBR does not have the same power or nenory
constraints as regul ar nodes do, and hence it can accommodate entries
for all the nodes in the network. The requirenent to acconnodate
devices with | ow storage capacity has been nandated in [ RFC5673],

[ RFC5826], and [ RFC5867]. However, when RPL is inplenented in
storing node, sonme nodes closer to the LBR or DAG root will require
nmore nmenory to store larger routing tables.

Figure 7 [See the PDF.]
Figure 7: CDF of Routing Table Size with Respect to Number of Nodes.
4.4. Delay Bound for P2P Routing

For del ay-sensitive applications, such as hone and buil di ng
autonmation, it is critical to optim ze the end-to-end del ay.

Fi gure 8 shows the upper bound and distributions of delay for paths
bet ween any two given nodes for different hop counts between the
source and destination. Here, the hop count refers to the nunber of
hops a packet travels to reach the destination when using RPL paths.
This hop di stance does not correspond to the shortest path distance
bet ween two nodes. Note that each packet has a length of 127 bytes,
with a 240-kbps radi o, which nakes the transm ssion del ay
approximately 4 mlliseconds (ns).

Figure 8 [See the PDF.]

Fi gure 8: Conparison of Packet Latency, for Different Path Lengths,
Expressed in Hop Count.

RFCs 5673 [ RFC5673] and 5548 [ RFC5548] nention a requirenment for the

end-to-end delivery delay to remain within a bounded | atency. For
i nstance, according to the industrial routing requirenent,
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non-critical closed-loop applications may have a | atency requirenent
that can be as low as 100 nms, whereas nonitoring services nmay
tolerate a delay in the order of seconds. The results show that
about 99% of the end-to-end conmuni cation (where the maxi mum hop
count is 7 hops) is bounded within the 100-ns requirenent, for the
topol ogy under study. It should be noted that due to poor |ink
condition, there nay be packet drops triggering retransm ssion, which
may cause |larger end-to-end delivery delays. Nodes in the proximty
of the LBR may becone congested at high traffic | oads, which can al so
| ead to higher end-to-end del ay.

4.5, Control Packet Overhead

The control plane overhead is an inportant routing characteristic in
LLNs. It is inperative to bound the control plane overhead. One of
the distinctive characteristics of RPL is that it nakes use of
trickle timers so as to reduce the nunber of control plane packets by
el i mnating redundant nessages. The aimof this performance netric
is thus to anal yze the control plane overhead both in stable
conditions (no network el enment failure overhead) and in the presence
of failures.

Data and control plane traffic conparison for each node: Figure 9
shows the conparison between the anount of data packets
transmtted (including forwarded packets) and control packets (DO
and DAO nessages) transmtted for all individual nodes when |ink
ETX is used to optimize the DAG As nentioned earlier, each node
generates a new data packet every 10 seconds. Here one can
observe that a considerable anmount of traffic is routed through
the DAG root itself. The x axis indicates the node IDin the
network. Also, as expected, the nodes that are closer to the DAG
root and that act as routers (as opposed to | eaves) handl e nuch
nore data traffic than other nodes. Nodes 12, 36, and 38 are
exanpl es of nodes next to the DAG root, taking part in routing
nmost of the data packets and hence having many nore data packet
transm ssions than other nodes, as observed in Figure 9. W can
al so observe that the proportion of control traffic is negligible
for those nodes. This result also reinforces the fact that the
amount of control plane traffic generated by RPL is negligible on
t hese topol ogi es. Leaf nodes have conparabl e ambunts of data and
control packet transm ssions (they do not take part in routing the
data).

Figure 9 [See the PDF.]

Figure 9: Ampount of Data and Control Packets Transmitted agai nst
Node Id Using Link ETX as Routing Metric.
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Data and control packet transnmission with respect to tine: In
Fi gures 10, 11, and 12, the ampbunt of data and control packets
transmitted for node 12 (low rank in DAG closer to the root),
node 43 (in the mddle), and node 31 (leaf node) are shown,
respectively. These values stand for the nunber of data and
control packets transmitted for each 10-mnute interval for the
particul ar node, to help understand what the ratio is between data
and control packets exchanged in the network. One can observe
that nodes cl oser to the DAG root have a higher proportion of data
packets (as expected), and the proportion of control traffic is
negligible in conmparison with the data traffic. Also, the amount
of data traffic handled by a node within a given interval varies
largely over tine for a node closer to the DAG root, because in
each interval the destination of the packets fromthe sane source
changes, while 20% of the packets are destined to the DAG root.
As a result, the pattern of the traffic that is handl ed changes
widely in each interval for the nodes closer to the DAG root. For
the nodes that are farther away fromthe DAG root, the ratio of
data traffic to control traffic is smaller, since the anbunt of
data traffic is greatly reduced

The control traffic |load exhibits a wave-like pattern. The anmount of
control packets for each node drops quickly as the DODAG stabilizes,
due to the effect of trickle timers. However, when a new DODAG
sequence is advertised (global repair of the DODAG, the trickle
timers are reset and the nodes start enmitting DIGs frequently again
to rebuild the DODAG For a node closer to the DAG root, the anount
of data packets is nuch larger than that of control packets and
somewhat oscillatory around a nean value. The anobunt of contro
packets exhibits a 'sawtooth’ behavior. 1In the case where the ETX
link metric is used, when the PDR changes, the ETX link nmetric for a
node to its child changes, which may | ead to choosing a new parent
and changi ng the DAG rank of the child. This event resets the
trickle timer and triggers the enission of a new DO Al so, the

i ssue of a new DODAG sequence nunber triggers DODAG re-conputation
and resets the trickle tinmers. Therefore, one can observe that the
nunber of control packets attains a high value for one interval and
comes down to | ower values for subsequent intervals. The interva
with a high nunber of control packets denotes the interval where the
timers to emit a new DIO are reset nore frequently. As the network
stabilizes, the control packets are | ess dense in volume. For |eaf
nodes, the anount of control packets is conparable to that of data
packets, as |eaf nodes are nore prone to face changes in their DODAG
rank as opposed to nodes closer to the DAG root when the |ink ETX
val ue in the topol ogy changes dynanically.
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Fi gure 10 [ See the PDF.]

Fi gure 10: Anount of Data and Control Packets Transmitted
for Node 12.

Figure 11 [ See the PDF.]

Figure 11: Anount of Data and Control Packets Transmitted
for Node 43

Figure 12 [ See the PDF.]

Fi gure 12: Anount of Data and Control Packets Transnitted
for Node 31.

Loss of Connectivity

Upon link failures, a node may lose its parents -- preferred and
backup (if any) -- thus leading to a |loss of connectivity (no path to
the DAG root). RPL specifies two nmechani sns for DODAG repairs
referred to as global repair and local repair. |In this docunent,
simulation results are presented to evaluate the amount of tine data
packets are dropped due to a | oss of connectivity for the foll ow ng
two cases: a) when only using global repair (i.e., the DODAG i s
rebuilt thanks to the enission of new DODAG sequence nunbers by the
DAG root), and b) when using local repair (poisoning the sub-DAG in
case of loss of connectivity) in addition to global repair. The idea
is to tune the frequency at whi ch new DODAG sequence nunbers are
generated by the DAG root, and al so to observe the effect of varying
the frequency for global repair and the concurrent use of global and
local repair. It is expected that nore frequent increnents of DODAG
sequence nunbers will lead to a shorter duration of connectivity |oss
at a price of a higher rate of control packets in the network. For
the use of both global and local repair, the simulation results show
the trade-off in amount of tine that a node may renmain w thout
service and total nunber of control packets.

Fi gure 13 shows the CDF of tine spent by any node wi thout service,
when the data packet rate is one packet every 10 seconds and a new
DODAG sequence nunber is generated every 10 minutes. This plot
reflects the property of global repair wthout any |ocal repair
schene. Wen all the parents are tenporarily unreachable froma
node, the tinme before it hears a DI O from another node is recorded,
which gives the tinme without service. W define the DAG repair timer
as the interval at which the LBR increnents the DAG sequence nunber,
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thus triggering a global re-optimzation. |In sone cases, this val ue
m ght go up to the DAG repair tinmer value, because until a DIOis
heard, the node does not have a parent and hence no route to the LBR
or other nodes not inits ow sub-DAG Cdearly, this situation

i ndi cates a | ack of connectivity and | oss of service for the node.

Fi gure 13 [ See the PDF.]
Fi gure 13: CDF: Loss of Connectivity with d obal Repair.
The effect of the DAGrepair timer on time without service is plotted
in Figure 14, where the source rate is 20 seconds/packet and in
Fi gure 15, where the source sends a packet every 10 seconds.

Figure 14 [See the PDF.]

Figure 14: CDF: Loss of Connectivity for Different
d obal Repair Period, Source Rate 20 Seconds/ Packet.

Fi gure 15 [ See the PDF.]

Fi gure 15: CDF: Loss of Connectivity for Different
A obal Repair Period, Source Rate 10 Seconds/ Packet.
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The data for Figures 13 and 15 can be found in Table 2. The table
shows how the CDF of time w thout connectivity to the LBR increases
while we increase the tinme period to enit new DAG sequence nunbers
when the nodes generate a packet every 10 seconds.

Fomm e e o Fom e e e oo oo Fom e e e oo oo e e e a - +
CDF | Repair Period | Repair Period | Repair Period

| (%ge) | 10 M nutes | 30 Mnutes | 60 M nutes

[ TS o e oo o e oo ook +
| 0 | 0. 464 | 0. 045 | 0. 027 |
| 5 | 0. 609 | 0. 424 | 0. 396 |
| 10 | 1. 040 | 1.451 | 0. 396 |
| 15 | 1. 406 | 3.035 | 0.714 |
| 20 | 1. 934 | 3.521 | 0.714 |
| 25 | 2.113 | 5. 461 | 1. 856 |
| 30 | 3.152 | 5. 555 | 1. 856 |
| 35 | 3. 363 | 7.756 | 6.173 |
| 40 | 4.9078 | 8. 604 | 6.173 |
| 45 | 8.575 | 9.181 | 14. 751 |
| 50 | 9.788 | 21.974 | 14. 751 |
| 55 | 13. 230 | 30. 017 | 14. 751 |
| 60 | 17. 681 | 31.749 | 16. 166 |
| 65 | 29. 356 | 68. 709 | 16. 166 |
| 70 | 34.019 | 92.974 | 302. 459 |
| 75 | 49. 444 | 117. 869 | 302. 459 |
| 80 | 75. 737 | 133. 653 | 488. 602 |
| 85 | 150. 089 | 167. 828 | 488. 602 |
| 90 | 180. 505 | 271. 884 | 488. 602 |
| 95 | 242,247 | 464. 047 | 488. 602 |
| 100 | 273. 808 | 464. 047 | 488. 602 |
[ TS oo oo e e e e +

Tabl e 2: Loss of Connectivity Tine, Data Rate - 10 Seconds / Packet.
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The data for Figure 14 can be found in Table 3. The table shows how
the CDF of tinme without connectivity to the LBR increases while we
increase the tine period to enit new DAG sequence nunbers, when the
nodes generate a packet every 20 seconds.

Fomm e e o Fom e e e oo oo Fom e e e oo oo e e e a - +
CDF | Repair Period | Repair Period | Repair Period

| (%ge) | 10 M nutes | 30 Mnutes | 60 M nutes

[ TS o e oo o e oo ook +
| 0 | 0.071 | 0. 955 | 0. 167 |
| 5 | 0.126 | 2.280 | 1.377 |
| 10 | 0. 403 | 2.926 | 1. 409 |
| 15 | 0. 902 | 3. 269 | 1. 409 |
| 20 | 1.281 | 16. 623 | 3.054 |
| 25 | 2.322 | 21. 438 | 5.175 |
| 30 | 2. 860 | 48. 479 | 5.175 |
| 35 | 3. 316 | 49. 495 | 10. 30 |
| 40 | 3. 420 | 93. 700 | 25. 406 |
| 45 | 6. 363 | 117.594 | 25. 406 |
| 50 | 11. 500 | 243. 429 | 34. 379 |
| 55 | 19. 70